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Dear Customer,
purpose of this letter is to inform you of new document released on www.st.com relating to devices shown below:

Errata Sheet

SPC58EEx, SPC58NEXx

32-bit Power Architecture® microcontroller for automotive ASIL-D applications

Table 1. Device summary

Part number
Package 4 MB 6 MB
Dual core Triple core Dual core Triple core
elLQFP176 SPCS8EEBOEY SPC58NEBOET SPCS8EERB4ET SPCL8NEB4ET
FPBGA292 SPCSBEEBOC3 SPC58NEBOC3 SPC5BEEB4C3 SPCAH8NEB4C3
KGD — — — SPCA58NEB4H0D

Below documentreleased.
- Errata Sheet ES0397 Rev. 4
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‘_ SPCS58xEx
Y o coamenc Errata sheet

SPC58xEx device errata JTAG _ID = 0x1111_0041

July 2021

Introduction

This errata sheet describes functional and electrical problems of the SPC58xEx devices.
The reference documentation is reported in Chapter 1:-Reference documents.

Device identification for cut 2.1:

e JTAG_ID = 0x1111_0041

e MIDR1 register:
— MAJOR_MASK]3:0]: 4'b0001
— MINOR_MASK]3:0]: 4’b0001
e BAF v02.04

Errata and BAF related errata are ¢ontained in Microsoft Excel® workbook files attached to
this document.

Locate the paper-clip symbol.on the left side of the PDF window, and click it. Double-click on
the Excel file to open it.

ES0397 Rev 4 1/6

www.st.com
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ST RESTRICTED - SUBJECT TO NON-DISCLOSURE AGREEMENT - DO NOT COPY

Reference documents SPC58xEx

1 Reference documents

Table 1. Reference documents

Doc name ID Title Revision
SPC58 E/G Line - 32 bit Power Architecture automotive MCU
RMO0391 | 027214 Triple z4 cores 180 MHz, 6 MBytes Flash, HSM, ASIL-D 5
DS11646 | 029333 32-b.|t Ppwer Architecture microcontroller for automotive ASIL-D 4
applications
2/6 ES0397 Rev 4 1S77
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Revision history
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Revision history

Table 2. Document revision history

Date

Revision

Changes

29-Jun-2017

1

Initial release.

23-Nov-2018

New errata:

— PS1525

— PS2067

— DAN-0032646
— DAN-0034593
— DAN-0040438
— DAN-0040776
— DAN-0040893
— DAN-0041121
— DAN-0041154
— DAN-0041182
— DAN-0042259
— DAN-0042818
— DAN-0042820
— DAN-0042825
— DAN-0043030
— DAN-0043946
— DAN-0043994
— DAN-0044114
— DAN-0044414
— DAN-0044555
— DAN-0045137
— DAN-0046121
— DAN-0046771
— DAN-0046892
— DAN-0046893
— DAN-0046894
— DAN-0046895
— DAN-0046897
— DAN-0046898
— DAN-0046899
— DAN-0046900
— DAN-0046901
— DAN-0046902
— DAN-0046903
— DAN-0046904
— DAN-0046905
— DAN-0046906

ES0397 Rev 4
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Table 2. Document revision history (continued)

Date

Revision

Changes

23-Nov-2018

2
(continued)

— DAN-0046907
— DAN-0046908
— DAN-0046909
— DAN-0046910
— DAN-0046911
— DAN-0046912
— DAN-0047003
— DAN-0047795
— DAN-0047977
— DAN-0047979
— DAN-0047983
— DAN-0047984
— DAN-0047985
— DAN-0048200
— DAN-0048201
— DAN-0048202
— DAN-0048207
— DAN-0048230
— DAN-0048265
— DAN-0048266
— DAN-0048287
— DAN-0048435
— DAN-0048436
— ERR008047

— ERR008310

— ERRO008730

Fixed errata:
- PS1957

— PS2476

— ERR005749
— ERRO007412
— ERRO07791
— ERRO007905
— ERR008117
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3




SPC58xEx

ST RESTRICTED - SUBJECT TO NON-DISCLOSURE AGREEMENT - DO NOT COPY

Revision history

3

Table 2. Document revision history (continued)

Date

Revision

Changes

19-Mar-2019

New errata:

— DAN-0048435
— DAN-0048436
— DAN-0048733
— DAN-0049041
— DAN-0049045
— DAN-0049046
— DAN-0049050
— DAN-0049052
— DAN-0049054
— ERRO07873

Reworded errata:
— ERR0O07178
— ERR010385

28-Jul-2021

New:

DAN-0042186 DAN-0049052 DAN-0049528
DAN-0049972

DAN-0049975 DAN-0050172 DAN-0050174
DAN-0050271

DAN-0050583 DAN-0050633 DAN-0050926
DAN-0051367

DAN-0051663 DAN-0052753 DAN-0052755
DAN-0053230

DAN-0053830 DAN-0053968 DAN-0054082
DAN-0054221

DAN-0054222 DAN-0055017 DAN-0055126
DAN-0055128

ERR009658 ERR010436 ERR010542

Reworded:
DAN-0043007

Removed:

DAN-0041154 DAN-0043030 DAN-0046121
DAN-0047795

DAN-0048435 DAN-0048436

ES0397 Rev 4
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Public Products List
Publict Products are off the shelf products. They are not dedicated to specific customers, they are available through ST Sales team,

or Distributors, and visible on ST.com

PCI Title : SPC58EEx, SPC58NEXx (FH84, FH86): Errata Sheet Update
PCI Reference : ADG/21/13036

Subject : Public Products List
Dear Customer,

Please find below the Standard Public Products List impacted by the change.




4 Public Products List
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BAF_v2.4

		ID 		Module		Title		Description		Workaround		Revision History

		DAN-0044702		MC_CGM		MC_CGM: CGM_ACx_SC registers not reset after a destructive reset event		AUX Clock Selection Control registers (CGM_ACx_SC) are not reset after that whichever destructive reset event (except POR) is arisen. As a consequence, after such reset, it could happen that some IPs used by BAF (via ME.PCTLx) have not the clock selected turned-on, causing that invalid mode configuration interrupt flag (ME_IS.ICONF_CU) is set.		Coming from a destructive reset, application should ignore the ME_IS.ICONF_CU flag setting during BAF execution.  
Note that in case of device configured for BAF bypassing, the application should initialize all the CGM_ACx_SC register in order to avoid the ME_IS.ICONF_CU flag setting.		NEW

		DAN-0048998		BAF		BAF: BAF consider TDM Diary size of 2K instead of 4K		The Reference Manual and the BAF consider the TDM Diary size of 2KB but the correct size is of 4KB.   If a Diary is full and the users want to override the TDM protection, they have two choices: 
1) by a DCF Record (Software Tamper Region Override Disable) saved in the UTest, or 
2) by using the TDM_STO_KEYn registers (Software Tamper Override key).  

Since the second procedure uses the BAF code, it doesn't work as expected. This errata has no impact on the first procedure which works as expected.		To overwrite a Diary, the user must use the DCF Record procedure.		NEW

		DAN-0048999		BAF		BAF: serial boot DCF record doesn't work for LC=In Field		In case of LC = In Field user serial boot is not possible even if the BAF serial boot DCF record is properly programmed.		Application should take care of serial boot loader.		NEW
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Errata

		ID 		Module		Title		Description		Workaround		Revision History

		PS786		SIUL2		SIUL2: A transfer error is not generated for accesses to PA[5], PA[6] and PA[7] related registers		Any access to MSCR[n] (Multiplexed Signal Configuration Register), GPDO[n] (GPIO Pad Data Out Register) and GPDI[n] (GPIO Pad Data In Register) (n=5,6,7) in the SIUL2 (System Integration Unit Lite2) do not return a transfer error when accessed.		Do not expect transfer errors for accesses to the registers specified above.

		PS849		e200zx		e200zx: JTAG reads of the Performance Monitor Counter registers are not reliable (ERR007305)		Reads of the Performance Monitor Counter (PMC0, PMC1, PMC2, and PMC4) registers through the IEEE 1149.1 or IEEE 1149.7 (JTAG) interfaces may return occasional corrupted values.		To ensure proper performance monitor counter data at all times, software can be modified to periodically read the PMCx values and store them into memory. JTAG accesses could then be used to read the latest values from memory using Nexus Read/Write Access or the tool could enable Nexus data trace for the stored locations for the information to be transmitted through the Nexus Trace port.		 

		PS850		e200zx		e200zx: ICNT and branch history information may be incorrect following a nexus overflow (ERR007259)		If an internal Nexus message queue over-flow occurs when the e200zx core is running in branch history mode (Branch Method bit [BTM] in the Development Control register 1 [DC1] is set [1]),  the instruction Count (ICNT) and branch history (HIST) information in the first program trace message following the Program Correlation message caused by an over-flow of the internal trace buffers, will contain  incorrect ICNT and HIST information. 

This can also occur following an overflow of the internal Nexus message queues in the traditional branch mode (BTM in the DC1 is cleared [0]). Traditional branch mode Nexus messages do not include HIST information, since all branches generate a trace message.		There are two methods for dealing with this situation.
1) Avoid overflows of the Nexus internal FIFOs by reducing the amount of trace data being generated by limiting the range of the trace area by utilizing watchpoint enabled trace windows or by disabling unneeded trace information, or by utilizing the stall feature of the cores. 
2) After receiving an overflow ERROR message in Branch History mode, the ICNT and HIST information from the first Program Trace Synchronization message and the next Program Trace message with a relative address should be discarded. The address information is correct, however, the ICNT and previous branch history are not correct. All subsequent messages will be correct. 

In traditional branch mode, the ICNT information should be discarded from the Program Trace Sync message and the next direct branch message.		 

		PS861		PBRIDGE		PBRIDGE: Incorrect transfer error when accessing reserved locations of the Peripheral Bridge (ERR007414)		The following locations of the Peripheral Bridge (PBRIDGE) do not behave as expected when accessed:
# Accesses to the offset 0x0110 from PBRIDGE start address, corresponding to the unimplemented Peripheral Access Control Register E (AIPS_PACRE), result in a transfer error instead of returning the value 0x0 for read and ignoring write operations
-  register space 0x20 - 0x2C is marked as reserved in block guide but transfer error will not be generated when accessed. Associated PACR registers 0x100+address is actually accessed.
# Accesses to the reserved offset ranges 0x0040--0x0080, 0x0120--0x012C and 0x0134--0x013C do not generate transfer error
- Access to some of the above mentioned locations result in uncorrectable ECC error from the originating master thus generating FCCU alarms for the respective masters.		Do not accesses to the offset 0x0110 from PBRIDGE start address, corresponding to the unimplemented Peripheral Access Control Register E (AIPS_PACRE).
User has also to take into account that no errors will be generated on accesses to the reserved offset ranges 0x20--0x2C, 0x0040--0x0080, 0x0120--0x012C and 0x0134--0x013C		 

		PS864		MEMU		MEMU: ECC bits not included in MEMU error log (ERR005611)		The Error Correction Code (ECC) syndrome is not reported by the Memory Error and Management (MEMU) for single-bit errors that are corrected. The single-bit errors include the information from cores (0/1/2) for Instr/Data/IMEM/DMEM/I-Cache/D-Cache ports. Only the address information is reported by the MEMU.		Do not try to make use of the syndrome for the above mentioned errors. If considered safety-relevant, the user must execute a software test to detect ECC error changes periodically within the Fault Tolerant Time Interval (FTTI).

		PS869		FCCU		FCCU: software can't clear the EIN_ERR flag if EOUT_ERR is set		In the Fault Collection and Control Unit (FCCU), the Error Output (EOUT) and Error Input (EIN) signals share the same pad. 
Depending on the FCCU configuration, when the FCCU drives the EOUT to FAULTY state (i.e. 0b), the EOUT asserts the EIN. The FCCU reacts to the EIN by pushing again the EOUT to FAULTY states.
Under those circumstances, there is a loop that prevents the software to clear the error.

An external device can signal to the FCCU the detection of an error by asserting EIN signal. This assertion triggers the NCF#96 that drives the FCCU into FAULT state and initiates the EOUT reaction. 

As a consequence, the FCCU drives the EOUT to FAULTY state. 
Because the EOUT shares the same pad with the EIN, this results in a loop where:
1) FCCU is in FAULT state and drives EOUT,
2) the EOUT asserts EIN and
3) the EIN assertion drives the FCCU to FAULT state.

Because there is a delay between the fault clearing and EOUT de-assertion, even if software clears the NCF#96, it is re-asserted by the loop EOUT/EIN.		User shall follow these steps as workaround:
1) Use EIN (NCF#96) in hardware mode. In this mode, the fault status is asserted till the fault line is asserted. Software configures this behavior by register FCCU_RF_CFG.RFC=0.
2) Identify the primary fault that caused the FCCU to move to FAULT state by reading the N2FF_STATUS and A2FF_STATUS registers. Primary fault source could be either the EIN or any other fault.
3) Wait for the EOUT Timer to expire (>Tmin) by polling the FCCU_XTMR register. Any new fault asserted during this time re-triggers the EOUT timer if the software has enabled the reaction to this fault. 
4) Break the loop between EOUT and EIN. User can choose one the following approaches:
      i) changing the GPIO mode of the pin associated to the FCCU[0] EIN/EOUT by modifying the respective SIUL_MSCR.SSS field.
      ii) using the NMI as the reaction to the EIN. The NMI service routine asserts the EOUT by software. After checking that EOUT timer in  FCCU_XTMR has expired beyond Tmin, it would then de-assert EOUT. As the consequence, this action de-asserts EIN, while external device would have already de-asserted the Error assertion on EIN.
For EIN, EOUT reaction is triggered by SW
5) Check for any new fault asserted during this period and clear of fault(s). In case the external device still drives the EIN, EIN fault status in FCCU indicates accordingly.
6) Check that FCCU is not asserting faulty state on Error pin. Register FCCU_STAT.ESTAT
7) Resolve error conditions and wait till EIN error status inside FCCU is de-asserted. This will occur after a period of glitch filter duration after step 5 has elapsed.
8) De-assert loop-break

Risks:
- In the event of a fault other than EIN causing FCCU to assert EOUT reaction, any assertion from an external agent will be masked. 
This is anyway a risk of using open drain configuration if external agent asserts a pulse on EIN while another fault is forcing FCCU to drive
EOUT from inside MCU.
-In case external agent asserts EIN till it is acknowledged by the MCU, then there should be application level mechanism to acknowledge to the external agent that the Error has been recognized by the MCU.

		PS881		FCCU		FCCU: Core(s) may go out of lockstep on stop mode exit		When the device enters stop mode, the clock of the main and lockstep core are stopped, while the clock of the main and lockstep interrupt controllers are still running.

In case the interrupt controller latches an interrupt request, this request will be provided to both the main and lockstep core, at the same clock cycle, when exiting stop mode.

As a consequence the main and lockstep core will lose the 2-clock cycle delay, thus triggering a RCCU (Redundancy Control and Checker Unit) error in the FCCU (Fault Collection and Control Unit).		Before going to stop mode, disable the core RCCU_Core_x events in the FCCU and enable them again after stop mode exit.		 

		PS882		RCCU		RCCU: If any accesses to the I-MEM or D-MEM of the safety and checker cores are performed while the cores are disabled, the cores will get out of lockstep when enabled (ERR007134)		If any accesses to the local Instruction Memory (I-MEM) or Data Memory (D-MEM) of the safety (Main Core_0, Core_1) and checker cores (Checker Core_0s, Core_1s) are performed while the cores are disabled, the cores will get out of lockstep when enabled. A disablement of Main Core_0/1 and Checker Core_0s/1s is defined to be when the corresponding status bits of the Core Status Register (ME_CS) are set to 0.  Most typically, this will happen after a destructive RESET where the system is booted up with the I/O Processor (IOP, Core_2) and Hardware Security Module (HSM) enabled, but the safety and checker cores are disabled.

Memory Built In Self Test (MBIST) and Logic Built In Self Test (LBIST) are not affected by this errata.		Do not read or write the I-MEM or D-MEM of the safety cores while they are disabled. Insure that the Main Core_0/1 and Checker Core_0s/1s are enabled and executing out of some memory (I-MEM / D-MEM, system RAM, Flash, ROM, external memory) when any bus master is accessing the safety core I-MEM / D-MEM.		 

		PS913		PSI5		PSI5: PSI5-S Debug mode not available		The PSI5-S (Peripheral Sensor Interface-Support) module does not enter the Debug mode when a debug request is triggered by a debugger tool connected to the device. The PSI5-S module will in fact continue to work in the configured mode (UART Standalone, Disable, Normal or Config). Therefore any debug feature described in PSI5-S Debug-mode section in the reference manual are not enabled.		The debugger tool shall not read any registers in PSI5-S module which content is modified by a read access such as status registers or FIFO read pointers.

		PS915		e200zx		Core_0:  Safety core cannot be started if a non-maskable interrupt (NMI) is active (ERR006863)		The safety core (Core_0) cannot be started if a non-maskable interrupt (NMI) is active:

The e200z4 cannot be started if NMI is active. If it is started with NMI active, a machine check will be executed before Interrupt Vector Prefix Register (IVPR) can be loaded with a valid value, resulting in additional machine checks.

The cache invalidate operation will be aborted if an NMI request is pending, resulting in status bits of the Data Cache and the Instruction Cache Abort  bits in the Level 1 Cache Status Register (L1CSR0[DCABT] or L1CSR1[ICABT]) being set.		Non-maskable interrupt (NMI) requests must be cleared before reset/boot or cache invalidate operations.		 

		PS953		e200zx		e200zx: Circular Addressing issue on LSP Load/Store instructions, and zcircinc instruction (ERR006401)		The circular addressing mode of the e200z Lightweight Signal Processing (LSP) Auxiliary Processing Unit for the circular increment (zcircinc) and Load/Store (zl*, zs*) instructions do not wrap properly in some cases when using positive offset.		Use one of the following options to workaround the issue.

1. Always use negative offset with these instructions;
or
2. For a small buffer size of 1, 2, 3, or 4 double-words (8,16,24, or 32 bytes), a positive offset can be emulated by using a negative offset value equal to the "buffer length in bytes - desired_positive_offset".  An example for a buffer length of 2 double-words with a desired offset of 2 bytes, an offset of 2-16=-14 can be used;
or
3. Use ODD index and EVEN positive offset greater than 1.		 

		PS978		LINFlexD		LINFlexD: Erroneous timeout error when switching from UART to LIN mode (ERR007589)		When the LINFlexD module is enabled in Universal Asynchronous Receiver/Transmitter (UART) mode and the value of the MODE bit of the LIN Timeout Control Status register (LINTCSR) is 0 (default value after reset), any activity on the transmit or receive pins will cause an unwanted change in the value of the 8-bit field Output Compare Value 2 (OC2) of the LIN Output Compare register (LINOCR).
As a consequence, if the module is reconfigured from UART to Local Interconnect Network (LIN) mode, an incorrect timeout exception is generated when a LIN communication starts.		Before enabling UART communication, set to 1 the MODE bit of the LIN Timeout Control Status register (LINTCSR) (selecting the output compare mode). This is preventing the LINOCR.OC2 field from being updated during UART communications.
Then, after reconfiguring the LINFlexD to LIN mode, reset the LINRCSR.MODE bit (selecting the LIN mode) before starting LIN communications		 

		PS1173		SENT		SENT: allowable jitter/clock drift limit for nibble length measurement default value		The value of the allowable jitter/clock drift limit for nibble length measurement can be configured by acting on the NIB_LEN_VAR_LIMIT bit of the SENT (Single Edge Nibble Transmission) Receiver module (SRX) SRX_GBL_CTRL (Global Control Register). More in detail, if the bit is set (0b1) the allowable jitter/clock drift is 50% of the transmitter clock tick period as per SAE specification, otherwise if the NIB_LEN_VAR_LIMIT bit is cleared (0b0), the allowable jitter/clock drift is approximately 12.5%.
In this version of the device, NIB_LEN_VAR_LIMIT is cleared by default after reset, making it incompatible with the previous family of devices.		In order to have the SRX behavior compatible with legacy devices, the SRX_GBL_CTRL[NIB_LEN_VAR_LIMIT] bit needs to be set.

		PS1450		FCCU		FCCU: FCCU_NCF[79] is getting set on safe mode entry		When device is entering into safe mode, TCU asserts fccu_fault_monitor[1] that sets FCCU_NCF[79].		User shall ignore the FCCU_NCF[79] when device is in Safe Mode.

		PS1493		MC_ME		MC_ME: Peripheral control in debug mode bit not implemented		The Peripheral control in debug mode bit (DBG_F) of the Mode Entry Module Peripheral Control Registers (ME_PCTLn) is not implemented and it must be considered as reserved.
In addition, the Debug mode indicator bit (DBG_MODE) is not implemented and it always reads 0.		In order to freeze a peripheral in debug mode, the freeze bit in the corresponding configuration register should be set. Please notice that this feature may not exist for all implemented peripherals.

		PS1523		SDADC		SDADC: low threshold watchdog cannot be used with signed data (ERR008262)		Each Sigma Delta Analog to Digital Converter (SDADC) provides a watchdog (WDG) to monitor the converted data range. This watchdog should trigger when a converted value is either higher than the value configured in the WDG Threshold Register Upper Threshold Value bit-field (SDADC_WTHHLR[THRH]), or lower than the value configured in the Lower Threshold Value bitfield (SDADC_WTHHLR[THRL]). Instead, if the ODF (Output Data Format) bit is set in the SDADC Module Control Register (SDADC_MCR), selecting the signed output data, the low WDG threshold acts as a high WDG threshold, triggering when a converted value is greater than the value configured in SDADC_WTHHLR[THRL].		There are three workarounds available:
1) Do not use the WDG function by clearing the SDADC Module Control Register Watchdog Enable Bit (SDADC_MCR[WDGEN]).
2) Configure the WDG low threshold SDADC_WTHHLR[THRL] to the value 0x7FFF. This guarantees that a low threshold trigger will not be generated. The WDG high threshold (SDADC_WTHHLR[THRH]) can be used without restriction.
3) Select the unsigned output data format by clearing the ODF bit in the SDADC_MCR.

		PS1525		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>

		PS1739		STANDBY		STANDBY: LP Pads increased consumption		When the device enters into standby mode, the LP pads have the input buffer switched-on. As a consequence, if the pad input voltage VIN is VSS<VIN<VDD_HV, an additional consumption can be measured in the VDD_HV domain. The highest consumption can be seen around mid-range (VIN ~=VDD_HV/2), 2-3mA depending on process, voltage and temperature. 
 
This situation may occur if the PAD is used as a ADC input channel, and VSS<VIN<VDD_HV.		The applications should ensure that LP pads are always set to VDD_HV or VSS, to avoid the extra consumption.

		PS1765		GTMINT		GTMINT: GTM registers located in extended address range are not accessible		The GTM-IP_343 has got sub-module registers mapped in the offset address range from 0x0E2000 to 0x0FFFFF but these extended addresses are not mapped on the peripheral bridge and therefore they can't be directly accessed by any bus master.
The impacted sub-modules are Multi Channel Sequencer (MCS), ARU-connected Timer Output Module (ATOM), Dead Time Module (DTM) and Cluster Configuration Module (CCM).		All MCS, ATOM and DTM instances are double mapped in the legacy offset address range up to 0x03FFFF and the new extended offset address range. To access these registers only the legacy address range can be used.
 
The new CCM instances CCM0 to CCM4 are mapped only in the extended address range and can be accessed only by the MCSx module of the same GTM cluster.
In case the default setting of these CCM registers needs to be changed a corresponding SW sequence can be downloaded to the MCS RAM and executed by the MCS.

		PS1768		e200zx		e200zx: Uncorrectable IMEM ECC errors generated by Core0/1 at start-up		Core0/1 triggers a local Instruction Memory (IMEM) Error Correction Code (ECC) event at start-up when the IMEM is not initialized. The error is triggered even if no accesses to the IMEM are performed.
Additional information:
* Core2 (boot core) is not affected, because the IMEM ECC errors checks are disabled by default, and not reported during startup.
* Core0/1 have IMEM ECC errors enabled by default. Core IMEMCTL0 register can be used to enable/disable IMEM ECC checks.		Mask Core0/1 IMEM ECC error flags in the Memory Error Management Unit (MEMU). ECC errors reported to the MEMU (correctable or non-correctable) will be at address 0x5000_xxxx for core0 and 0x5100_xxxx for Core1, with xxxx depending on reset vector provided by the Mode Entry. User software should disable ECC errors on IMEM as 1st instruction on Core0 and Core1 (se_li r0, 0; mtdcr 497, r0) to avoid additional errors, till when IMEM will be initialized. Core IMEMCTL0 register can be used. This register is reset only with a Power On Reset or a system reset, but not with a software reset.

		PS1781		MC_CGM		MC_CGM: MC_CGM_SC_DC0 can only be set to divide by 1 to avoid system hang		A set of dividers on system clock (SYS_CKL) are used to set up the frequency of different device parts: 
- MC_CGM_SC_DC0 for Core0, Core2, XBAR, System Ram, System Flash 
- MC_CGM_SC_DC1 for fast masters (DMA1, SIPI1, INTC) 
- MC_CGM_SC_DC2 for Peripherals 
 
If MC_CGM_SC_DC0 is set to divide by a factor greater than 1, system hangs. 
When MC_CGM_SC_DC0=DIV1, there are additional constraints on dividing factors for other dividers in the system: 
MC_CGM_SC_DC1 set to divide by2 
MC_CGM_SC_DC2 set to divide by4		To avoid system hangs, some MC_GCM (Clock Generation Module) dividers has to be programmed in fixed way: 
MC_CGM_SC_DC0 set to divide by 1 
MC_CGM_SC_DC1 set to divide by 2 
MC_CGM_SC_DC2 set to divide by 4

		PS1816		SSWU		SSWU: Stand-by eCTU state machine might hang at STANDBY exit		At wakeup from STANDBY mode, Stand-by eCTU clock is stopped for a duration of 600ns.
A SSWU sequence containing one or several TU commands may end while Stand-by eCTU clock is stopped.
As consequence, the DONE feedback signal generated by CD block is lost and the Stand-by eCTU state machine hangs.		Reset Stand-by eCTU state machine before entering into STANDBY mode (setting CTUCR.CTU_FSM_reset bit)

		PS1891		MCAN		MCAN: Edge filtering causes receive error when falling edge at Rx input pin coincides with end of integration phase		(MCAN#15)

In the Modular CAN (M_CAN), when the following conditions are met:
* a Flexible Data (FD) frame is received
* Edge Filtering during Bus Integration is enabled by setting the EFBI bit in the CAN Core Control register (CCCR.EFBI = 0b1)
* the end of the integration phase coincides with a falling edge at the receiver input pin (Rx)
Then the calculated Cyclic Redundancy Check (CRC) does not match the CRC value of the received frame. As a consequence the M_CAN will send an error frame, causing the emitter node to retransmit the frame.

Additional information:
* Classic CAN frames are not affected.
* Glitch filtering as specified in ISO 11898-1:2015 is fully functional.
* The M_CAN enters integration phase under the following conditions:
     * when the Initialization bit (INIT) of the CCCR register is cleared (CCCR.INIT = 0b0) after start-up
     * after occurrence of a protocol exception event when the Protocol Exception Handling Disable bit (PXHD) of the CCCR register is cleared (CCCR.PXHD = 0b0, i.e. protocol exception handling enabled)
* When this rare event occurs, the M_CAN sends an error frame and the sender of the affected frame retransmits the frame. When the retransmitted frame is received, the M_CAN has left integration phase and the frame will be received correctly. Edge filtering is never used during normal operation. As integration phase is very short with respect to "active communication time", the impact on total error frame rate is negligible. There is no impact on data integrity.		Disable edge filtering or wait on retransmission in case this rare event happens.

		PS1930		FCCU		FCCU: Hardware can set the FCCU_NCF[95] after standby wakeup		Hardware can set the FCCU_COMPENSATION_DISABLE_FAULT = FCCU_NCF[95] at the exit from standby mode		Software shall clear the FCCU_NCF[95]  alarm after each standby wakeup event.

		PS2039		MBIST		MBIST: Offline MBIST can fail if it run at 180MHz when GTM memories are included		In case Offline MBIST runs at-speed(180 MHz) and GTM memories are included in MBIST selftest, the MBIST can fail.		1)In case GTM memories have to be included in Offline MBIST, run MBIST at maximum 100MHz
2)In case Offline MBIST has to be run at-speed, exclude GTM memories from MBIST.

Note: There is no issue in at-speed run for ONLINE MBIST.

		PS2067		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>

		PS2093		MEMU		MEMU: MEMU doesn't capture the syndrome details for dma1_tcd channel		MEMU doesn't capture the detail about the syndrome in case of single bit error event from dma1_tcd RAM. Only details on the error address information are available. 
PERIPH_RAM_CERR_STSn.BAD_BIT field is read as "00". 
DMA1_TCD RAM address space is 32'hF40A5000 - F40A57FF.		Software should not rely on corresponding syndrome information, in case PERIPH_RAM_CERR_ADDRn.ERR_ADDR reports an address within a range between 32'hF40A5000 - 32'hF40A57FF,

		PS2120		SDADC		ADC: Abort operation aborts the ongoing injected channel as well as the upcoming normal channel (ERR004168)		If an Injected chain (jch1,jch2,jch3) is injected over a Normal chain (nch1,nch2,nch3,nch4) the Abort operation does not behave as expected. Expected behavior:   Correct Case (without SW Abort on jch3): Nch1- Nch2(aborted) -Jch1 - Jch2 - Jch3 - Nch2(restored) - Nch3 - Nch4   Correct Case(with SW Abort on jch3): Nch1 - Nch2(aborted) -Jch1 - Jch2 - Jch3(aborted) - Nch2(restored) - Nch3 - Nch4 Observed unexpected behavior:   Fault1 (without SW abort on jch3): Nch1 - Nch2(aborted) - Jch1 - Jch2  - Jch3 - Nch3 - Nch4 (Nch2 not restored)   Fault2 (with SW abort on jch3): Nch1- Nch2 (aborted) - Jch1 - Jch2 - Jch3(aborted) - Nch4 (Nch2 not restored & Nch3 conversion skipped)		It is possible to detect the unexpected behavior by using the xCIPRx register. The xCIPRx fields will not be set for a not restored or skipped channel, which indicates this issue has occurred. The xCIPRx fields need to be checked before the next Normal chain execution (in scan mode). The xCIPRx fields should be read by every ECH interrupt at the end of every chain execution.

		PS2121		SARADC		SARADC: Do not trigger ABORT or ABORTCHAIN prior to the start of CTU triggered ADC conversions and do not trigger ABORTCHAIN prior to the start of INJECTED triggered ADC conversions. (ERR004186)		When ADC_MCR[ABORT] or ADC_MCR[ABORTCHAIN] is set prior to the ADC receiving a CTU trigger, the next CTU triggered ADC conversion will not be performed and further CTU triggered ADC conversions will be blocked. When ADC_MCR[ABORTCHAIN] is set prior to the ADC receiving an INJECTED trigger, the next INJECTED ADC conversion will not be performed.  Following the ABORTCHAIN command the MCU behaviour does not meet the specification as ADC_ISR[JECH] is not set and  ADC_MCR[ABORTCHAIN] is not cleared.		Do not program ADC_MCR[ABORT] or ADC_MCR[ABORTCHAIN] before the start of ADC conversions. The case when CTU triggered ADC conversions are blocked should be avoided however it is possible to reactivate CTU conversions by clearing and setting ADC_MCR[CTUEN].

		PS2154		SARADC		SARADC: ADC Supply voltages ramp-up could cause extra-consumption		If VDD_HV_ADV/ADR is ramped-up before VDD_HV_IO, an extra current of 40mA can be observed on VDD_HV_ADR pad.		Ensure to ramp-up VDD_HV_ADV/ADR together or after VDD_HV_IO in the application.

		PS2161		LPRC		LPRC: Possible glitch during turn-off of the low power RC Oscillator.		The low power RC Oscillator (SIRC - 1024 KHz) can present glitch during turn-off by exit standby mode.  
The SIRC is used mainly during standby mode and by default after power on reset is disabled.
In all modes except STANDBY, it can be enabled by PMC digital interface by clearing PMC MISC_CTRL_REG[RCOSC1M_EN] bit.		To avoid the glitch on this clock, it is suggested to enable it first to enter STDBY mode by programming PMC_DIG.MISC_CTRL_REG[RCOSC1M_ENB] = 1'b0 and keep it always enabled.

		PS2167		SARADC		SARADC: Frequency limitation in usage of DMA interface		The Analog to Digital Converter using Successive Approximation Register (SARADC) module can trigger a Direct Memory Access (DMA) request to put the result of the acquisition into a given location in memory with no involvement from the CPU, through the DMAE register interface.
When the SAR ADC clock frequency is slower than half the AIPS bridge clock frequency, this DMA transfer may be triggered twice, which results in a spurious transfer after the first, valid transfer has completed.		It's recommended to set the DMAE[DCLR] bit to 1, which clears the transfer request immediately after the first transfer, thus preventing spurious one.
In case Channel Data Registers (ICDRn) are only accessed through DMA module (i.e. there are no bus accesses to ICDRn registers triggered by other than DMA bus master when the DMAE[DMAEN] bit is set), it is possible to configure DMAE[DCLR] bit to '1'. This will clear DMA transfer request on the first DMA read access, ensuring both that DMA triggered transfer will complete successfully and that no other spurious DMA request will be triggered.		 

		PS2188		MEMU		MEMU: Hardware might not report transfer error to Master on write access to reserved location		In the case of a write access to reserved locations of the MEMU, hardware might not report transfer error to the Master.		Software shall not make write access to reserved locations of the MEMU.

		PS2190		Ethernet		Ethernet: Incorrect status given in REB and TEB fields of DMA_CH[n]_status register		When an error response is received from AXI (bus error), the 3-bit REB and TEB fields of DMA_CH[n]_Status register are updated to indicate whether it occurred during Tx/Rx DMA,  data/descriptor, and write/read transfer. The individual bits of the fields are cleared when written to 1. 
However due to this defect (incorrect mapping in RTL as compared to document), following are the issues related to clearing and status in REB and TEB fields of DMA_CH[n]_Status register:
- Bit 1 of REB is cleared when 1 is written to bit 0 of REB. Similarly, bit 1 of TEB is cleared when 1 is written to bit 0 of TEB.
- Bit 1 and bit 0 incorrectly indicates write/read and Data/Descriptor operations respectively when the bus error occurs; instead, it should indicate Data/Descriptor and write/read operations respectively.
- Incorrect status in bit 1 of REB field when bus error occurs during Rx DMA descriptor write operation.
The RTL and document is also updated so that REB and TEB fields of the DMA_CH[n]_Status register are changed to read-only. With this fix, they are cleared when 1 is written to the FBE bit.		Update the software to interpret the REB/TEB fields as given in the description. To clear the bits, perform a write operation with all the bits of REB/TEB field set to 1.

		PS2191		Ethernet		Ethernet: Rx DMA might not be able to recover and restart operation after getting bus error response		When a bus error response is received while the Rx DMA is transferring a received packet or reading/writing the descriptors, the Rx
DMA enters the STOP state. In this STOP state, if the RPF bit (Rx Packet Flush) in the DMA_CH0_Rx_Control register was set, the
Rx DMA flushes and drops the subsequent packets intended to be serviced by this Rx DMA. When the application reconfigures and
restarts the Rx DMA, it forwards the subsequent received packets to the application.
However due to this defect, when a bus error response is observed when the Rx DMA is writing the last descriptor (final status) of a
received packet, the internal transaction is not stopped gracefully. Hence, when the application reconfigures and restarts the Rx DMA,
it might not resume normal operation of transferring packets from Rx Queue to host memory.
When RPF bit is set, this issue is observed only if no subsequent packet is intended to be serviced by the same Rx DMA before the
Rx DMA is restarted. In case a subsequent packet is flushed before the Rx DMA restart, the internal error transaction is completed
gracefully and the Rx DMA can resume normal operation when re-started.
When RPF bit is reset, this failure is always observed.
In configurations with multiple Rx DMAs, this issue does not affect the other Rx DMAs which can operate normally.		When a fatal bus error interrupt is generated, the software checks if the bus error occurred during Rx descriptor write,
by reading REB field in the DMA_CH[0-7]_Status register. The software then issues a software reset by setting the SWR bit in the
DMA_Mode Register, before reconfiguring and restarting the Rx DMA. Note that the entire design except the standard bus interface
modules is reset by the SWR bit and the software needs to reconfigure entire EQOS.

		PS2192		Ethernet		Ethernet: In OSP mode, Tx DMA might not stop gracefully when instructed during active transfer state		In OSP (Operate on Second Packet) mode, the Tx DMA channel can fetch the next packet from host memory even
before it receives the status for the current packet transmission from the MAC. The software can stop the Tx DMA at any time by
clearing bit ST of DMA_CH[n]_Tx_Control register. When this bit is cleared, the Tx DMA completes the transmission of the current
packet being transferred, close the descriptors of all the transmitted packets before entering the stop state gracefully.
When bit TIE (Transmit Interrupt Enable) of DMA_CH[n]_Interrupt_Enable register is set, the Tx DMA also generates the completion
interrupt after the Tx status is written to the Tx descriptor in the host memory.
However, due to this defect, when the Stop command is issued in the OSP mode when TxDMA is actively transferring data, in certain
scenarios (which are difficult to predict or describe) the Tx DMA might:
- Not generate the Tx packet completion interrupt. If the software relies on the completion interrupt to reuse the descriptors for
subsequent packets, it may get delayed until the TxDMA is re-started and the next packet is transferred.
- Not even enter the Stop state but wait indefinitely wait for Tx Status from MAC even though all pending status are already written to
the respective descriptors in host memory. To exit this condition, the software needs to (soft) reset, reconfigure, and restart the Tx
DMA.
- Unnecessarily transfer one additional Tx packet before entering Stop state.		Issue a stop command to the Tx DMA only after all Tx packets are transferred and the DMA is in IDLE (or SUSPEND)
state. This requires the SW to:
1. Stop updating the Tail Pointer so that no new packets will be scheduled for transfer.
2. Wait for the TxDMA to complete the transfer of all scheduled packets. This is indicated by the respective TxDMA TPS[n] field in the
DMA_Debug_Status[m] read as Suspended state.
Resolution: In the DWC_eqos_mdc_dtx.v module, corrected the generation of the closing_prev_desc, dtx_curr_desc_addr_c and
sts_pending signals to correct the completion interrupt generation and the incorrect waiting for status. The condition to transition to
DTX_DESC_READ state from DTX_WAIT_FOR_STS is modified to avoid unnecessary processing of one additional Tx packet before
entering the Stop state.

		PS2193		Ethernet		Ethernet: Giant packet error incorrectly declared when dribble error occurs for Rx packet whose length is exactly equal to the giantpacket limit		The MAC indicates a Giant Packet (GP) in the Rx status when the received packet length exceeds:
- 9018 or 9022 or 9026 bytes for untagged or single VLAN Tagged or Double VLAN Tagged packets, when JE bit in
MAC_Configuration register is set.
- 2000 bytes when S2KP bit in the MAC_Configuration register is set.
- Bytes specified in the GPSL field in MAC_Ext_Configuration register with GPSLCE bit set to 1 in the MAC_Configuration register.
- 1518 or 1522 or 1526 bytes for untagged or single VLAN Tagged or Double VLAN Tagged packets.
However, due to this defect, if the received packet length is exactly the same number of octets as specified above and an additional
dribble nibble is received on MII, the MAC incorrectly declares it as Giant Packet (GP) in the Rx status along with the Alignment
(Dribble) Error.
In case the Rx_Jabber_Error_Packets counter is present in the configuration, it also gets incremented incorrectly.		Software should ignore the Giant Packet error if the PL field provided in the Rx status is equal to the programmed giant limit (not considering the CRC/Tag stripping effects) when the Dribble Error is also set.

		PS2194		Ethernet		Ethernet: Read-on-Clear interrupt status not updated when event occurs in same clock cycle as status register read		The read-on-clear interrupt status bits are cleared when status register is read. The read operation returns the correct status value just before it is cleared due to the read operation.
However due to this defect, when a new interrupt event occurs in same clock in which the the clear-pluse to the register is generated, interrupt status bits are not updated for new event.
The following interrupt status bits of the MAC_Interrupt Status register are affected:
- GPIS
- RXSTSIS
- TXSTSIS
- TSIS
- LPIIS
- PMTIS
- PHYIS
- PCSANCIS
- PCSLCHGIS
- RGSMIIIS
The RXSTIS and TXSTIS correspond to packet abort events in RX path and TX path respectively due to exceptions. All the other bits correspond to respective optional features (EEE, 1588 Timestamping, PMT low power mode, PHY interface, GPIO). All these interrupt events are generally infrequent or exception scenarios and are not related to normal operation.
If the software misses these exception interrupt events due to the defect, it will not be able to take corrective actions or responses.		None available.

		PS2195		Ethernet		Ethernet: Incorrect receive timestamp status in context descriptor in threshold mode when application clock is very fast		When Rx Timestamp status is available on ARI (validated by ari_timestamp_val_o signal), the Rx DMA writes the context descriptor
containing Receive Timestamp status to the descriptor memory.
However due to this defect, when all of the following conditions are met, the Receive DMA might provide incorrect Receive Timestamp
status in the context descriptor written to descriptor memory:
- The application clock is very high compared to receive clock
- The MTL Rx Queue is operated in threshold mode
- The RxQueue is empty in the Read Controller side after the Receive Status Word is read out.
The Receive DMA initiates the context descriptor write operation immediately after the last descriptor for the receive packet is written,
if the Timestamp Available (TSA) bit is set in the Rx status provided by MTL. It does not check for the availability of valid Rx
Timestamp on the ARI. Instead, it blindly takes the data available on ARI data bus as the Rx Timestamp and writes it into the context
descriptor.
This scenario (Rx Queue becomes empty between Rx Status & Rx Timestamp) can occur due to the CDC Synchronizer delays. When MTL Rx Queue is operated in threshold mode, and after threshold is reached, the MTL Queue controller passes the current write pointer value to read clock domain using an acknowledgement based data synchronizer. The delay between two pointer updates to the Read clock domain can be a total of 3 clock period each, of the source and destination clock domains. This will be the maximum delay in the availability of the timestamp data on the ARI bus after the Rx Status is read out.
The Rx DMA performs the following operations after the Rx Status is accepted:
1. Arbitrate with the other DMA channels to access the host bus
2. Perform write operation to close Descriptor with Rx Status
3. Arbitrate with other DMA channels to access the host bus
4. Perform Read operation to fetch the next (context) Descriptor
5. Check the validity of the Descriptor.
6. Arbitrate with other DMA channels to access the host bus
7. Perform Write operation to close the context descriptor with Timestamp value.
When the first 6 operations listed above are completed, and before the Timestamp is available on the ARI bus due to the "3 + 3" clock delay, this failure occurs. The latency of these operations (except #5) are variable as it highly depends on the activity of other DMA
channels and Read/Write latencies on the host bus. This failure is observed only in simulation in which the application clock frequency was 20x the MII clock frequency and there were minimal delays on the arbitration and on the read/write access times.
As a result of this failure, the Rx DMA writes incorrect value of timestamp status in the context descriptor. This invalid value might
result in incorrect time correction and/or delay in PTP time synchronization.		Operate the RxQueue in store and forward mode in 10/100Mbps modes in which the probability of this failure is relatively high.

		PS2196		Ethernet		Ethernet: Per DMA Rx packet watchdog timeout error interrupt generated earlier than expected		When a Rx packet is terminated due to watchdog timeout error, and the watchdog timeout error interrupt is enabled, the RX DMA
generates an interrupt after the last descriptor with the RxStatus, is written to the descriptor memory. The interrupt is cleared when the
software writes 1 to the RWT bit in the DMA_CH[0-7]_Status register of the corresponding channel.
However due to this defect, the Rx packet watchdog timeout error interrupt is incorrectly generated by the Rx DMA when the last
descriptor write is initiated. If the software tries to clear the RWT bit before the last descriptor write transaction is completed in the
hardware, the RWT bit is not cleared.
Therefore, the host gets a redundant RWT interrupt again after it comes out of the Interrupt Service Routine (ISR). The probability of
this scenario is very low (and created only in simulation) as the ISR is normally triggered long after the descriptor write transaction is
complete in hardware.		Repeat the write 1 to RWT bit until it is cleared before exiting the ISR.

		PS2197		Ethernet		Ethernet: Context descriptor incorrectly written to descriptor memory when Rx timestamp Status is dropped due to non-availability of space in MTL Rx queue		When Rx Timestamp status is captured for a packet but dropped due to non-availability of space in the MTL Rx Queue, the Rx DMA
sets both the Timestamp Available (TA) and Timestamp Dropped (TD) status bits in the last descriptor for the packet. It skips writing
the context descriptor as timestamp information is not available.
However due to this defect, the context descriptor is written to descriptor memory with invalid Rx Timestamp status.
In 32-bit and 64-bit configurations, the TA and TD status bits provided by MTL are located in different status words; the Rx DMA
incorrectly makes context writing decision based only on TA status bit ignoring the TD status bit.
There is no functional impact if the software ignores the next context descriptor based on the setting of TD status bit. However, this
redundant descriptor write operation wasters a descriptor location as well as unnecessarily consumes bandwidth on the system.		When the TD status bit of RDES1 is set, software should ignore the next descriptor if it is a context descriptor.

		PS2198		Ethernet		Ethernet: VLAN tagged AV control packets are incorrectly routed to Rx queue specified for untagged AV control packets		When a VLAN tagged AV control packet is received, it is routed to the Rx Queue based on VLAN tag priority that matches the PSRQ
field corresponding to the Rx Queue in the MAC_RxQ_Ctrl2 and MAC_RxQ_Ctrl3 registers.
However due to this defect, when the VLAN Tagged AV control Rx packet is received, and any or both of CRC stripping for Type
frames (CST bit in MAC_Configuration register is 1) and VLAN Tag stripping are enabled, it is incorrectly routed to Rx Queue specified
for untagged AV control packets (AVCPQ field of MAC_RxQ_Ctrl1 register).
The signal indicating an AV control packet is asserted from RPE (Receive Protocol Engine) before the routing decision is made in
RBU (Receive Bus Interface) due to the VLAN tag in the above scenario. This signal causes the packet to be blindly routed to the
programmed untagged AV control packet queue.
In addition to the fix, the following enhancement is made:
The TACPQE (bit 21 in MAC_RxQ_Ctrl1 register)control bit is added to route the Tagged AV control packets to the Rx Queue,
specified by AVCPQ field.		The software should check the PT field in Rx status. If it indicates 3'b111 which is AV Tagged Control Packet, the software should associate the Rx packet to the matching PSRQ field corresponding to the Rx Queue in MAC_RxQ_Ctrl2 and MAC_RxQ_Ctrl3 registers.

		PS2199		Ethernet		Ethernet: MAC might indicate readiness for power gating entry even after software disables it.		When software writes 1 to PWRDWN bit of MAC_PMT_Control_Status register, the MAC indicates its readiness for power gating entry
by asserting the sbd_pwr_down_ack_o signal. The sbd_pwr_down_ack_o signal is cleared on resetting the PWRDWN bit due to reception of wakeup packet or the software writing 0 to disable it. The writing of 0 by software is possible only when the external power management controller has not gated the power to the MAC. However due to this defect, the sbd_pwr_down_ack_o signal
might not be cleared when the software writes 0 to PWRDWN bit of MAC_PMT_Control_Status register. When the PWRDWN is set
by the software, sbd_pwr_down_ack_o signal indicates that MAC is ready to go into the power-down mode. When the PWRDWN bit is
cleared by the software, the cr_power_down_clr signal is generated, which indicates that MAC needs to come out of power-down mode. Both these signals are synchronized using different CDC synchronizers.When the CDC synchronizers have different delays due to meta-stability, the cr_power_down_clr signal is synchronized first followed by the clearing of the PWRDWN signal in the clk_rx_i domain. In this scenario, the sbd_pwr_down_ack_o signal will be cleared and set again.		The software can set the PWRDWN bit to 0 again. The second write will clear the sbd_pwr_down_ack_o signal output.

		PS2200		Ethernet		Ethernet: Error summary bit in Rx status is incorrectly set when IP payload checksum error is detected		When an IP packet is received with only Layer 3/Layer 4 errors (IP Payload or Header error) it is forwarded to the application with
corresponding error bits set in Rx status. The Error Summary (ES) bit is not set for such errors as per the ES bit description. .
However due to this defect, when an IP packet is received with IP Header or Payload Error (with no Layer 2 errors), the ES bit is
incorrectly set. The MAC used the IP Header or Payload Error indicating signals while generating the Error Summary status bit. There
is no impact as the IP packets with errors are discarded by the software stack and the remote end retransmits if an acknowledgement
is not received. The reception of packets with Layer 3/Layer 4 errors occurrence is rare.		The software driver can ignore the ES bit and forward the packet to the stack, if there are no Layer 2 errors indicated in Rx status.

		PS2201		Ethernet		Ethernet: Transmit checksum offload engine inserts IP payload checksum in IPv6 packets with incorrect hop-by-hop options extension header		The MAC Transmit Checksum Offload Engine (TxCOE) inserts IP payload checksum in IPv6 packets with Hop-by-Hop Options header. As per IETF 2460 specification, Hop-by-Hop Options header must immediately follow the main IPv6 header. The TxCOE must ignore IPv6 packets that have a Hop-by-Hop Options header not as the first extension header and transmit them without any modification.
However due to the defect, the TxCOE inserts IP payload checksum in invalid IPv6 packets even if the Hop-by-Hop options extension header is present after the first extension header. This is because, the IPv6 packet extension header parsing logic did not consider the exception scenario. This has no functional impact because, the inserted checksum is correctly calculated. Moreover, this invalid IPv6 packet is anyway dropped by IP protocol stack at the remote end.		The checksum insertion controls are issued to TxCOE on per packet basis. The software should not enable checksum insertion for such invalid packets.

		PS2206		MCAN		MCAN: Configuration NBTP.NTSEG2 = '0' not allowed		(MCAN#16)

In the Modular CAN (M_CAN) module, when the following conditions are present:
* the Nominal Time segment after sample point (NTSEG2) field of the Nominal Bit Timing and Prescaler register (NBTP) value is 0 (NBTP.NTSEG2 = 0b0, i.e. the phase 2 duration is 1 time quantum (tq))
* there is a pending transmission request
Then the M_CAN module may transmit the first identifier bit as dominant instead of recessive.

Additional information:
The ISO 11898-1 specifies the minimum configuration range for Phase 2 duration to be between 2 and 8 tq.
Only the NBTP register, used to configure the baudrate for the arbitration phase, is impacted. The Data Bit Timing and Prescaler Register (DBTP) is not impacted.		Use a configuration range for NBTP.NTSEG2 from 1 to 127.

		PS2207		MCAN		MTTCAN: Edge filtering causes receive error when falling edge at Rx input pin coincides withend of integration phase		(MTTCAN#18)

In the Time Triggered Modular CAN (M_TTCAN), when the following conditions are met:
 * a Flexible Data (FD) frame is received
 * Edge Filtering during Bus Integration is enabled by setting the EFBI bit in the CAN Core Control register (CCCR.EFBI = 0b1)
 * the end of the integration phase coincides with a falling edge at the receiver input pin (Rx)
 Then the calculated Cyclic Redundancy Check (CRC) does not match the CRC value of the received frame. As a consequence the M_TTCAN will send an error frame, causing the emitter node to retransmit the frame.

 Additional information:
 * Classic CAN frames are not affected.
 * Glitch filtering as specified in ISO 11898-1:2015 is fully functional.
 * The M_TTCAN enters integration phase under the following conditions:
     * when the Initialization bit (INIT) of the CCCR register is cleared (CCCR.INIT = 0b0) after start-up
     * after occurrence of a protocol exception event when the Protocol Exception Handling Disable bit (PXHD) of the CCCR register is cleared (CCCR.PXHD = 0b0, i.e. protocol exception handling enabled)
 * When this rare event occurs, the M_TTCAN sends an error frame and the sender of the affected frame retransmits the frame. When the retransmitted frame is received, the M_TTCAN has left integration phase and the frame will be received correctly. Edge filtering is never used during normal operation. As integration phase is very short with respect to "active communication time", the impact on total error frame rate is negligible. There is no impact on data integrity.		Disable edge filtering or wait on retransmission in case this rare event happens.		 

		PS2208		MCAN		MTTCAN: Configuration NBTP.NTSEG2 = '0' not allowed		(MTTCAN#19)

In the Time Triggered Modular CAN (M_TTCAN) module, when the following conditions are present:
* the Nominal Time segment after sample point (NTSEG2) field of the Nominal Bit Timing and Prescaler register (NBTP) value is 0 (NBTP.NTSEG2 = 0b0, i.e. the phase 2 duration is 1 time quantum (tq))
* there is a pending transmission request
Then the M_TTCAN module may transmit the first identifier bit as dominant instead of recessive.

Additional information:
The ISO 11898-1 specifies the minimum configuration range for Phase 2 duration to be between 2 and 8 tq.
Only the NBTP register, used to configure the baudrate for the arbitration phase, is impacted. The Data Bit Timing and Prescaler Register (DBTP) is not impacted.		Use a configuration range for NBTP.NTSEG2 from 1 to 127.		 

		PS2229		Emulation Device		Emulation Device: New notation of MINOR_MASK ID for ED/PD		The MINOR_MASK[3:0] field reported in following registers:

- SIUL2.MIDR1
- JTAGC.JTAGID

is expected to report 4 bits(0-15)to define the device minor revision number. 
Instead it is implemented with a different notation:
MINOR_MASK[3]=0:Production Device, 
MINOR_MASK[3]=1:Emulation Device
MINOR_MASK[2:0]= Minor revision number (0-7)		The application code must refer to this different notation, when reading the MINOR_MASK bit-field.

		PS2231		FCCU		FCCU: FCCU false fault setting during ONLINE MBIST mode		FCCU_NCF CH#35, CH#36, CH#37, CH#38, CH#39, CH#40, CH#41, CH#42, CH#43, CH#44, CH#45, CH#47, CH#48 faults might get set during ONLINE MBIST run on memories CORE 0 I-MEM, CORE 0 D-MEM, CORE 0 I-CACHE, CORE 0 D-CACHE, CORE 1 I-MEM, CORE 1 D-MEM, CORE 1 I-CACHE, CORE 1 D-CACHE,
CORE 2 I-MEM, CORE 2 D-MEM, CORE 2 I-CACHE, DMA0 and DMA1 respectively.		Before running ONLINE MBIST, FAULTS CH#35, CH#36, CH#37, CH#38, CH#39, CH#40, CH#41, CH#42, CH#43, CH#44, CH#45, CH#47, CH#48 should be configured as "No Reaction" and after ONLINE MBIST completion, if any of above faults found set, they should simply be cleared and no further action should be taken

		PS2386		TDM		TDM: LFPAR register's granularity is 256-bit		In the Tamper Detection Module (TDM), the Last Flash Programmed Address Register (TDM_LFPAR) always reports an address aligned to a 256-bit boundary instead of 128-bit.		Take into account that the address in TDM_LFPAR is on 256-bit boundary.

		PS2401		PBRIDGE		PBRIDGE: Incorrect transfer error information on accesses to reserved off-platform locations (ERR007411)		Some reserved address ranges of memory map (unused areas of the Peripheral Bridges), do not behave as expected with regard to the setting of the Peripheral bus Abort Enable bit (PAE) and the Register bus Abort enable bit (RAE) of the System Status and Configuration Module (SSCM) Error Configuration register (SSCM_ERROR)

Case1: When SSCM_ERROR[PAE] = 1 and SSCM_ERROR[RAE] = X, no transfer error is generated for the ranges:
1) 0xFBFB0000-0xFBFB01FF
2) 0xFBFB0540-0xFBFB06BF
3) 0xF7FB0140-0xF7FB01FF
4) 0xF7FB0240-0xF7FB067F

Case2: When SSCM_ERROR[PAE] = 0 and SSCM_ERROR[RAE] = 0, a transfer error is uncorrectly generated for accesses in the range 0xFFC00000 - 0xFFFFFFFF.

Case3: When SSCM_ERROR[PAE] = 0 and SSCM_ERROR[RAE] = 1, transfer error is generated for accesses in the range 0xF7F6C600 - 0xF7F6FFFF, 0xFBF6C600 - 0xFBF6FFFF 

Case4: When SSCM_ERROR[PAE] = 1 and SSCM_ERROR[RAE] = 0, no transfer error is generated for accesses in the range 0xF7F6C600 - 0xF7F6FFFF, 0xFBF6C600 - 0xFBF6FFFF		Do not rely on transfer error information for the above address ranges

		PS2407		SARADC		SARADC: Normal conversion chain does not resume correctly if interrupted more than one time on the same channel (ERR004146)		This feature works fine if a channel in normal conversion chain is interrupted only one time by an injected conversion. In that case the normal channel is restored and converted correctly after the injected conversion has finished. 
But if the same channel is interrupted a again it will not be restored correctly after the second injected chain has been finished. In that error case this channel in normal conversion chain will be skipped and the next channel in the normal chain will be converted. 
The error condition is true when the minimum time between two consecutive injected conversions is shorter than the sum of maximum time needed for executing an injected conversion chain and maximum time needed for a normal channel conversion.		There are two possible workarounds: 
(1) 
The timing for triggering two consecutive injected conversion chain shall be configured with enough margin to stay outside the critical error condition which is given by: 
 
min DELTA_P Injected Trigger > (max DELTA_T Injected Chain + max DELTA_T Normal Channel) 
 
legend: 
DELTA_P Injected Trigger = time between two consecutive injected conversions 
DELTA_T Injected Chain = time for executing the complete injected conversion chain 
DELTA_T Normal Channel = time for executing a normal channel conversion 
 
(2) 
It is suggested that the application check for valid data using the CDR status bits or the EOC_CHx registers to ensure all expected channels have converted. This can be tested by running a bitwise AND and an XOR with either the xxJCMRx or xxNCMRx registers and the EOC_CHx registers during the ECH or JECH handler. Any non-zero value for ( xxxCMRx AND ( xxxCMRx XOR xCIPRx ) ) indicates that a channel has been missed and conversion should be requested again. 
In one shot mode , set MCR.OWREN to zero. This will avoid over writing of data in case the same sequence is repeated twice.		 

		PS2541		Emulation Device		Emulation Device: Cannot disable watchdog via EVTI assertion (ERR003632)		Assertion (low) of the Event In 0 pin (EVTI0) while negating  the JTAG Compliance pin (JCOMP) will not result in disabling of system watchdog timers (SWT).		If the SWT needs to be disabled by a tool, it should be disabled by clearing the Watchdog Enable bit in the SWT Control register (SWT_CR[WEN]=0b0).

		PS2551		SARADC		SARADC: An MCR.ABORT or MCR.ABORT_CHAIN feature may corrupt upcoming chain of conversion.		In the Successive Approximation Register Analog-to-Digital Converter (SARADC) in case of an ABORT conversion or ABORT_CHAIN is requested by setting dedicated bit in the Main Configuration Register (MCR[ABORT] or MCR[ABORTCHAIN]), the next upcoming chain of conversion both in ONE_SHOT_MODE as well as SCAN_MODE, will be corrupt. The error is seen when ABORT/ABORT_CHAIN request coincide with end of channel conversion.
Impacts seen
1. Next upcoming sequence may launch a spurious End of channel interrupt at end of first converted channel.
2. Few channels of upcoming chain/sequence may be omitted or repeated or both.		If MCR.ABORT or MCR.ABORT_CHAIN features are used then:
In ONE_SHOT_MODE: Application software should check MSR.ADCSTATUS register value at end of chain event. If MSR.ADCSTATUS = 'IDLE' then Software should check for channels which were not converted (skipped) and re-convert them. 

In SCAN_MODE: The channels which are skipped will be converted on second time when the conversion chain is repeated.

Way to check un-converted channels:
"It is suggested that the application check for valid data using the CDR status bits or the EOC_CHx registers to ensure all expected channels have converted. This can be tested by running a bitwise AND and an XOR with either the xxJCMRx or xxNCMRx registers and the EOC_CHx registers during the ECH or JECH handler. Any non-zero value for ( xxxCMRx AND ( xxxCMRx XOR xCIPRx ) ) indicates that a channel has been missed and conversion should be requested again."		 

		PS2582		PBRIDGE		PBRIDGE: Reading some status registers in MC_CGM, MC_ME, FLASH, MEMU may trigger errors.		The status registers in MC_CGM, MC_ME, FLASH and MEMU IPs are updated on system clock and read through Peripheral Bridge at a lower frequency (AIPS clock). The read cycle is active for 4 system clock cycles. If the status gets updated during these 4 cycles, it is possible that Peripheral Bridge and its integrated checker (AIC) may capture different data. As ECC is generated on integrated checker data, ECC code might not be aligned with the Peripheral bridge data. 

This might cause an e2e ECC error at Master causing correctable/uncorrectable error generation in the MEMU as well as a core exception for any Core. Additionally, the following faults could be set depending on which Master is accessing the peripheral.

Accessing Master is Core0: Fault on channel 10.
Accessing Master is DMA0: Fault on channel 15.
Accessing Master is Core2: Fault on channel 12.
Accessing Master is HSM: Fault on channel 93.
Accessing Master is DMA1: Fault on channel 93 and 16.
Accessing Master is SIPI1: Fault on channel 104.
Accessing Master is Flexray0: Fault on channel 105.
Accessing Master is Ethernet0: Fault on channel 106.

This issue occurs only if SYS_CLK > Max device freq/4.

The list of affected registers is:

MC_CGM.CGM_DIV_UPD_STAT
MC_CGM.CGM_SC_SS
MC_CGM.CGM_AC*_SS
MC_ME.ME_GS
MEMU: All registers except MEMU.CTRL and MEMU.DEBUG
FLASH.MCR
FLASH.MCRA
FLASH.MCR2
FLASH.UT0
FLASH.PAR
FLASH.ADR
FLASH.ADR2
SSCM.STATUS		1) Perform read operation to these registers at a System clock frequency <= fMAX/4.
2) Reading should be avoided for above registers and status capture should be managed by interrupts for MC_ME, MEMU (through FCCU) and FLASH.MCR registers.
3) Mode transition completion should be checked by reading/polling ME_IS.I_MCTL status bit rather than ME_GS register read. ME_GS read should be avoided during mode transition.
4) For the cores, E2E-ECC can be temporarily disabled using E2ECTL0.DECCEN register while reading the aforementioned registers. For all other masters accessing these registers, MEMU entries may be seen and should be ignored and cleared.
    Disable the corresponding FCCU channel reaction during the read of the affected registers and then clear FCCU faults if set. 
5) Do not read or poll SSCM.STATUS register while connecting or unconnecting the debugger, or ignore the ECC error raised at this address in the same period.
    Disable the corresponding FCCU channel reaction during the read of the affected registers and then clear FCCU faults if set. 
6) Managing the exception to poll the status register until no error occurs.

		PS2603		FCCU		FCCU:Fake fault on channel related to XBIC Concentrator_1 when there is any transition on Ethernet_0		Whenever Ethernet module issues a memory transfer through XBIC Concentrator_1, then related FCCU channel may rise a fault.

Channel is:
SPC57NN84x, SPC59NE84 and SPC58xG84--> FCCU channel 110
SPC584Cx, SPC58ECx--> FCCU channel 108
SPC584Bx --> FCCU channel 108		Ignore FCCU faults related to XBIC Concentrator_1 channel when Ethernet_0 is enabled. 
Considering that XBIC Concentrator_1 collects faults for SIPI, FlexRay_0 and Ethernet_0, faults strategy has to rely on peripherals error flags.

		PS2605		Ethernet		Ethernet: Software Reset (SWR) bit of DMA_Mode Register (DMA_MODE) is not showed to 1 at once, just after it is set.		In the Ethernet module, when SWR bit is set, even if it is asserted at once, the register value is updated after a short delay. So the reading of SWR bit, just after setting, could be wrong (value read back could be 0 instead of 1).		After SWR bit has been set, waiting for at least 4 CSR clock cycle before to perform the reading of the reset SWR bit.

		PS2634		Ethernet 		Ethernet : PMT and LPI interrupts should not be used in EEE (Energy Efficient Ethernet) mode.		PMT and LPI interrupts may get captured differently in INTC and INTC checker. This can cause fake RCCU alarm and a fault(14) in FCCU for INTC checker.		User should use SBD interrupt (Global interrupt) instead of LPI and PMT interrupts in case of EEE (Energy Efficient Ethernet) mode. This can be achieved by programming LPIIE bit (for LPI interrupt) adn PMTIE bit (for PMT interrupt) of MAC_Interrupt_Enable register.

		PS2801		SARADC		SARADC: First Analog to digital convertion after power up is erroneous when VDD_HV_ADV is below 4V		The first Analog to digital conversion of ADCSAR performed after power up is not correct in case VDD_HV_ADV is lower then 4V.		After each destructive reset, insert a dummy ADCSAR conversion and neglect it.		 

		PS2817		Flash		Flash: Potential AEE bit set after Reset		If any Reset event is issued during a read request from the PFlash Controller to the Flash, an Address Encode Error may be generated after Reset.		The application should ignore if the AEE bit is set after a Reset event and clear it.

		PS2855		SARADC		SARADC:  The MSR.ADCSTATUS field may corrupt during internal change of finite state machine		The MSR.ADCSTATUS field may corrupt for at most 2 clock cycles when internal finite state machine changes its state. Hence to ensure correctness of read value from MSR.ADCSTATUS field, software should read the field twice.		To ensure correctness of MSR.ADCSTATUS field, software should read the field twice. A common read value in consecutive read access to register ensures the validity of the field.		 

		PS2856		SARADC		SARADC: Conversion results can get corrupted during low power mode entry.		In the Successive Approximation Register Analog-to-Digital Converter (SARADC), during low power mode entry request, SARADC can give an acknowledgement for low power mode entry before current ADC single/chain conversion. Due to this, the converted data can be corrupted.		After the low power mode exit, the ADC conversion results stored in SARADC (Internal, Test or External) registers should be discarded: 
 - Internal Channel Data Registers 0-95: ICDRxxx
 - Test Channel Data Registers 96-127: TCDRxxx
 - External Channel Data Registers 128-255: ECDRxxx

		PS2857		SARADC		SARADC: PWDN MODE Entry request should only be initiated after software ensures that no new conversions will be triggered (started).		In the Successive Approximation Register Analog-to-Digital Converter (SARADC)  a Power Down mode can request by setting dedicated bit in the Main Configuration Register (MCR[PWDN]). If a conversion is started at almost same time when PWDN Entry is requested then the SARADC might enter in PWDN mode erroneously and SARADC will get stuck at 'SAMPLE' state. Once out of PWDN MODE the state will not recover to 'IDLE' and any new conversion requests will be ignored.		Before requesting Powerdown mode by setting MCR[PWDN] = 1 ; software should ensure that no new conversion requests/triggers could be initiated.  Software may disable hardware triggers by setting MCR[XSTRTEN], MCR[NTRGEN], MCR[JTRGEN], MCR[CTUEN] bits to 0.  Software should also not trigger conversion using MCR[NSTART] and MCR[JSTART] bits.		 

		PS2859		SARADC		SARADC: SARADC_MSR.CHADDR may show incorrect value for two clock cycles (ERR010171)		The Channel under measure (CHADDR) field of the Successive Approximation Register Analog to Digital Converter (SARADC) Main Status Register may read an incorrect value for 2 ADC clock cycles (SARADC_MSR.CHADDR).

Case 1: During an injected conversion, the CHADDR field may show an incorrect channel number instead of showing the injected channel number, for two clock cycles. The incorrect value depends on when the injection trigger is applied.

Case 2: The CHADDR field may be incorrect for 2 clocks immediately after it is updated.		In order to ensure that the channel address of the current conversion is correct, the MSR.CHADDR field should be read at least three times consecutively. If all three reads are the same, then this is the correct CHADDR. Otherwise read the MSR.CHADDR again and compare until 3 values match.

		PS2874		Ethernet 		Ethernet : TXQPAUSED bit of MTL_TxQ[n]_Debug registers is always set to 0 even if Tx Queue is in the Pause condition.		In the Ethernet module, in case:
- Receive Flow Control Enable (RFE) bit is set into MAC Receive Flow Control Register (MAC_RX_FLOW_CTRL) 
- MAC is operating in full-duplex mode, 

the TXQPAUSED bit of MTL_TxQ[n]_Debug registers is always set to 0 when the MAC receives a MAC Pause Control packet and the transmitter is in the Pause condition for a Pause time (PT) defined into MAC Q0 Flow Control Register  (MAC_Q0_TX_FLOW_CTRL).		Do not take into account TXQPAUSED bit of MTL_TxQ[n]_Debug registers when the MAC receives a MAC Pause Control packet.

		PS2929		PBRIDGE		PBRIDGE: ON-platform peripheral slot 32 doesn't respond with transfer error and might generate FCCU alarm		The ON-platform peripheral slot 32 is reserved on the peripheral bridges. But when it is accessed it does not provide any error response.
It will also generate ECC bits not aligned with the read data. Thus reading master will get an uncorrectable ECC FCCU alarm.		Do not read ON-platform slot 32 address range on any peripheral bridge.

		PS2945		FCCU		FCCU: fake fault 95 if FlexRay and JTAG supply below LVD290 threshold		Compensation cell might get disabled when:
1) the supply of FlexRay and JTAG supply ring go below LVD290 threshold, and 
2) the reaction of LVD290 of FlexRay supply rings is programmed for the generation of an interrupt or an FCCU fault.
As a result, the hardware sets the FCCU fault 95.		The user should program the reset reaction for LVD290 of FlexRay and JTAG supply rings or can check the status of EPR_HV0 register in PMC Digital controller before taking reaction for FCCU fault.

		PS2949		PFlash		PFlash: Line buffers not invalidated by uncorrectable ECC errors and RWW errors.		If the user enables the PFlash line read buffer by setting the PFCR{1,2}[P{0,1}_BFEN] bit, the buffer stores the lines from Flash regardless any possible ECC error detection.
If buffer data contains uncorrectable ECC errors, and it is not overwritten by other accesses, subsequent reads at the initial address always return the erroneous data without performing any new access to flash.

A similar behavior appears when any Read-While-Write (RWW) error (flash flag MCR[RWE] is set to 1) occurs.  This may lead to an infinite loop of exceptions.		Based on the occurring error (i.e. ECC or RWW), different IVOR are called.
Whatever IVOR, the related exception handler shall be executed from SRAM (i.e. secure HSM in case of HSM core) and it has to:
- program PFCR3.[P{0,1}_ WCFG ] = 0x00, removing partitioning of the buffers based on the access type. 
- run 8 dummy read operations with address offset of 32bytes: e.g. read(A0), read(A0 + 0x20) and so on.
The 8 dummy read operations will flush the prefetch buffer contents and will allow the read from flash memory directly. 
The dummy read locations can be any address in Flash as allowed by the core memory map.

In case of RWW error, care has to be taken executing above operations at the end of programming/erase.
Checking that has to be performed differently depending on running core:
- No HSM cores (z4/z2)
Polling Flash MCR[PEG] flag, waiting for such flag set.
- HSM core (z0) 
Reading periodically the flash until no exception is triggered.

Another way to invalidate the prefetch buffers is to toggle the PGM/ERS bits (Sequence: 0->1->0) in the Flash MCR registers. PGM/ERS bits should be modified only when EHV bit is 0. This is done to avoid any unintended internal Flash operation.		 

		PS2955		MC_ME		MC_ME: PWRLVL bit field of running mode ME_XXX_MC  registers is 1-bit only		In the following registers, the bit field PWRLVL is 1-bit only, instead of 3-bit. The only valid is the bit number '3': 
 
ME_DRUN_MC 
ME_RUN0_MC 
ME_RUN1_MC 
ME_RUN2_MC 
ME_RUN3_MC		The bits number '1' and '2' of the following registers have to be considered reserved: 
 
ME_DRUN_MC 
ME_RUN0_MC 
ME_RUN1_MC 
ME_RUN2_MC 
ME_RUN3_MC

		PS3020		LBIST		LBIST on partition2 not working		Signature for Lbist on partition2 doesn't match the expected value.		User should not run the LBIST of the Partition2.

		PS3022		STANDBY		STANDBY: Pad-Keeper functionality not immediately enabled on Low Power pads when entering in STANDBY Mode.		During stand-by entry, the Pad-Keeper is not immediately activated on Low power pads. The Low power (LP) pads output status, in this time-frame before the activation of the Pad-Keeper, depends on the status of WKPU.WIPUER register: 
- If WKPU.WIPUER=0, Low Power pads are in High-Z. 
- If WKPU.WIPUER=1, Low Power pads are in Pull-Down. 
 
In case the pad configured to wake-up from STANDBY Mode (both on rising and falling edge) is getting discharged during this, STANDBY Mode can be immediately exited. 
 
The time from entering in STANDBY Mode to Pad-Keeper activation depends on RC1M regulator and RC1M oscillator status before STANDBY Mode entry. 
After Pad-Keeper activation, the pad pull configuration (pull-up or pull-down), is controlled by the Pad-Keeper. 
 
Please contact ST representative for details.		In case that leakage on the pad is such that transition (wake up by STANDBY Mode) can happen:
- on Used/Bonded LP pads, add an external pull-up on pad configured to wake-up from STANDBY Mode  in order to avoid false wake-up event. WKPU.WIPUER should be set to 0, to avoid contention with external pull components.
- on Unused/Unbonded  LP pads, enable internal pull-down (SIUL2.MSCR_IO [x].WPDE = 1) and  WKPU.WIPUER has to be set to 1 so to force pad level during transition in STANDBY Mode.

		PS3147		Emulation Device		Emulation Device: LBIST alters the content of few Buddy RAM locations.		The execution of the Logic Built-in Self-Test Partition 0 (LBP0), during offline and online tests, includes the Buddy Device Calibration RAM (BD-RAM) interface self-test. When the BD-RAM interface is under test, it causes spurious write accesses through the Production Device(PD) to Buddy Device(BD) interface to the BD-RAM banks present in the BD.
As a consequence some locations of the BD-RAM are altered, with or without ECC errors. The sequence is deterministic, and always the same locations are impacted at every LBP0 execution.

The following 64-bit locations of the BD-RAM are affected:
0x0C01_5000, 0x0C01_CC00, 0x0C03_2430, 0x0C06_4000, 0x0C07_DB80, 0x0C08_25B8, 0x0C09_94D8, 0x0C0A_7258, 0x0C0C_0468, 0x0C0C_49E0, 0x0C0D_D800, 0x0C0F_88C0,
0x0C13_1400, 0x0C13_2800, 0x0C13_3B40, 0x0C14_D9F0, 0x0C16_4400, 0x0C16_F860, 0x0C17_2400, 0x0C1B_9E30, 0X0C1B_E288, 0x0C1C_0400, 0x0C1C_1100, 0x0C1C_6968, 0x0C1C_C538, 0x0C1D_7000. Other locations are not impacted.

PD RAM locations are not affected by LBP0 execution.		The application may implement one of the following workarounds:

1) The application shall not use the content of the locations mentioned in the description. The values of these locations may be restored after the execution of the LBP0, and will be preserved till the next Bist execution.

2) The application shall not run the (LBP0), during offline self-test on Emulation Devices. 

3)Just a placeholder as of now: BD RAM contents can be preserved during online LBP0 by putting nexus RWA master in BD in debug mode(This needs to be verified and validated).

		DAN-0032646		PBRIDGE		PBRIDGE: Incorrect transfer error information for accesses to TDM and Ethernet reserved locations (ex ERR007412)		When the Peripheral bus Abort Enable bit (PAE) and the Register bus Abort enable bit (RAE) of the System Status and Configuration Module (SSCM) Error Configuration register (SSCM_ERROR) are set, no transfer error is generated for accesses to reserved locations of the following peripherals:
- Tamper Detection Module (TDM [base address 0xF40E_4000])
- Ethernet Controllers (Ethernet_0/1 [base address 0xF7C5_4000, FBC5_4000])		Do not rely on transfer error information for accesses to the reserved locations of the TDM and the Ethernet Controllers.

		DAN-0034593		MC_ME		MC_ME: Restrictions on enabling FlexRay in low power modes (ex ERR008117)		The FlexRay module is dependent on the Auxiliary (AUX) Clock 2, for which the only source clock is Phase Lock Loop 0 (PLL0).  This dependency between FlexRay and PLL0 results in the following restrictions during entry to the low power modes, STOP0 and HALT0:

* Entry into STOP0 with FlexRay enabled (by setting MC_ME_PCTLx[LP_CFG=n] and MC_ME_LP_PCn[STOP0]=1) is not possible, even if the Crystal Oscillator (XOSC) is selected as the FlexRay protocol clock source (FR_MCR[CLKSEL]=0).
* Entry into HALT0 with FlexRay enabled (by setting MC_ME_PCTLx[LP_CFG=n] and MC_ME_LP_PCn[HALT0]=1) is possible only if the PLL0 is enabled during HALT0 (by setting MC_ME_HALT0_MC[PLL0ON]=1).

(For MC_ME_PCTLx, x=107 for FlexRay0 and x=235 for FlexRay1.)		To enter STOP0, the FlexRay must be disabled (MC_ME_PCTLx[LP_CFG=n] and MC_ME_LP_PCn[STOP0]=0).  To enter HALT0 with FlexRay enabled, enable the PLL0 in HALT0 (by setting MC_ME_HALT0_MC[PLL0ON]=1) prior to entering HALT0.  

(For MC_ME_PCTLx, x=107 for FlexRay0 and x=235 for FlexRay1.)

		DAN-0040438		SARADC 		SARADC :Register bit DMAE[CLR]  is set only		Once DMAE.CLR is set by software, then DMA request would be cleared on reading of the register for which DMA transfer is enabled.

Clearing DMAE[CLR] will not change this behavior.		The bit field DMAE[CLR] shall be configured at boot of the system and shall not be modified afterward.		 

		DAN-0040776		MC_ME		MC_ME: system frequency limitation when resetting a core (ex PS1957).		Triggering a reset of a Core, when it is up and running and the system clock frequency is above 100MHz, may corrupt the configuration of the computational crossbar switch. 
The Core_x will be reset when a mode transition is requested in the Mode Entry module (MC_ME) and one of the following condition occurs: 
* the Core_x is configured to remain under reset in the target mode via the Core Control 0 register of the ME module (ME_CCTLx) 
* the reset of the Core is requested by setting the Reset on Mode Change bit (RMC) in the Core Address x register (ME_CADDRx). 
 
No corruption occurs in case the target mode requested is a functional reset: Target Mode field of the Mode Control register (ME_MCTL) is 0b0000.		One of the following workarounds can be used:
1) If Core_x needs to be reset independently of the rest of the device, please ensure that the system clock is lower than 100MHz by reducing it or by temporarily moving the system clock to the Internal RC oscillator (16MHz) clock source.
2) In event of requesting Core_x to be reset @ full system frequency any gasket FCCU monitor alarms must be ignored (FCCU #56, #88, #90) occurring after the reset request.
3) In event of requesting Core_x to be reset @ full system frequency temporarily switch to the following parking scheme for XBAR slaves S4, S5, S6, & S7 before issuing the reset:
XBAR_CRS4.PCTL = 10b
XBAR_CRS5.PCTL = 10b
XBAR_CRS6.PCTL = 10b
XBAR_CRS7.PCTL = 10b

		DAN-0040893		MC_ME		MC_ME: Some RAM areas not supported exiting from STANDBY with Flash in Power Down		When the application exits STANDBY booting from RAM with the Flash in Power Down, it cannot use following RAM memory areas: 
- 0x40060000 0x4007FFFF System RAM 0 (128 KB)
- 0x40080000 0x400A7FFF System RAM 1 (160 KB)
- 0x400E8000 0x400F7FFF System RAM 3 (64 KB)
- 0xA0000000 0xA0009FFF HSM RAM (40 KB)  
- 0x50000000 0x5000FFFF I-MEM CPU_0 (16KB)  
- 0x50800000 0x5080FFFF D-MEM CPU_0 (64KB)  
- 0x51000000 0x5100FFFF I-MEM CPU_1 (16KB)  
- 0x51800000 0x5180FFFF D-MEM CPU_1 (64KB)  
- 0x52000000 0x5200FFFF I-MEM CPU_2 (16KB)  
- 0x52800000 0x5280FFFF D-MEM CPU_2 (32KB)   
- 0xF7ED4000 0xF7ED7FFF CAN_SUB_0_MESSAGE_RAM (16KB)  
- 0xFBED4000  0xFBED7FFF CAN_SUB_1_MESSAGE_RAM (16KB)
- 0x0D000000  0x0D003FFF Internal Overlay RAM0 (16KB)
- 0x0D004000  0x0D007FFF Internal Overlay RAM1 (16KB)
- 0xF40C0000  0xF40C7FFF  AMU RAM(32KB)		In case of STANDBY exit from RAM with Flash in Power Down, use only the following RAM blocks:  
- 0x400A8000 0x400A9FFF System RAM 2 (Standby RAM) 8 KB  
- 0x400AA000 0x400AFFFF System RAM 2 (Standby RAM) 24 KB  
- 0x400B0000 0x400E7FFF System RAM 2 (Standby RAM) 224 KB

		DAN-0041121		SARADC		SARADC: Some MCR register bits should not be asserted high together.		In the SARADC peripheral, the MCR.NSTART, MCR.JSTART and MCR.PWDN bitfields are used to trigger different actions, which are logically distinct and mutually exclusive. If any two bits from these are asserted together, the peripheral hardware offers no protection. As a consequence of that, the IP internal logic may get corrupted and unpredictable behavior can ensue.		Do not set more than one field among MCR.NSTART, MCR.JSTART and MCR.PWDN  at the same time in the MCR register:

		DAN-0041182		SARADC		SARADC: Normal conversion chain does not resume correctly if interrupted.		The SAR ADC provides the feature to interrupt ongoing normal conversion by an injected conversion. In some corner cases it is possible that the normal conversion will not be restored correctly after the first injected chain has been finished. In that error case one of the channel in normal conversion chain will be skipped and other is repeated twice.		It is suggested that the application check for valid data using the CDR status bits or the EOC_CHx registers to ensure all expected channels have converted. This can be tested by running a bitwise AND and an XOR with either the xxJCMRx or xxNCMRx registers and the EOC_CHx registers during the ECH or JECH handler. Any non-zero value for ( xxxCMRx AND ( xxxCMRx XOR xCIPRx ) ) indicates that a channel has been missed and conversion should be requested again.
In one shot mode, set MCR.OWREN to zero. This will avoid over writing of data in case the same sequence is repeated twice.

The suggested workaround is equal to the second one available in Errata PS2407. The first one available in latter is not applicable because
the issue is similar but not the same. This is why we opened a new errata.

		DAN-0041308		XBAR		XBAR: Few Masters may stall or fetch data incorrectly		The default programming of bus traffic optimization for few  masters  can cause those masters to stall, receive wrong read data, or get a spurious read access when uncorrectable Error Correction Code (ECC) errors are received from slave modules. These are  Hardware Security Module (HSM), and the DMA controller(s),  Ethernet controller, Flexray controller(s), SIPI_0 (Zipwire/Interprocessor Interface), and SIPI_1 (debug Zipwire).		Always Program the following PCM bits to "0" :


PCM2[10] - PRE_XBAR0_S6_S7_gskt
PCM2[6] - PRE_SIPI0_gskt
PCM2[2] - PRE_DMA0_gskt
PCM1[6] - PRE_XBAR1_S7_gskt
PCM1[2] - PRE_Conc2_Gskt
PCM0[30] - PRE_Conc2
PCM0[26] - PRE_Conc1_Gskt
PCM0[22] - PRE_Conc0_Gskt
PCM0[18] - PRE_Conc1
PCM0[14] - PRE_Conc0_HSM
PCM0[10] - PRE_Conc0_DMA1
PCM0[6] - PRE_XBAR1_S6_Gskt
PCM0[2] - PRE_XBAR1_M5_Gskt		 

		DAN-0041612		PRAMC		PRAMC: setting of 1 wait state is needed while operating at a frequency higher than 120MHz		The number of wait states required by the System RAM to operate at a frequency higher than 120MHz is 1, but the default value of the field register defining the System RAM wait states (PRCR1.FT_DIS) is 0.		After device power-up, before switching system clock to PLL, set PRCR1.FT_DIS bit to 1 in case that system frequency will be configured to be higher than 120MHz. This setting of PRAM controllers should be executed by code in Flash.

		DAN-0041921		GTM		GTM: DPLL wrong action in past decision when DPLL_CTRL_11.ACBU=1 and backward direction		(GTM-IP-225)

In the Digital PLL Module (DPLL) of the Generic Timer Module (GTM), if the ARU Control Bit Use (ACBU) bit of the DPLL Control 11 register DPLL_CTRL_11) is set (DPLL_CTRL_11.ACBU = 1) and the DPLL is operating in backwards direction the decision about action in past based on the angle will be incorrect.		Don’t use DPLL_CTRL_11.ACBU=1 for DPLL operating in backward direction.		 

		DAN-0041926		GTM		GTM: Cancel compare in ATOM SOMC mode may lead to wrong output behaviour afterwards		(GTM-IP-226)
In the ARU-connected Timer Output Module (ATOM) of the Generic Timer Module (GTM), when the following conditions are met:
* channel is configured in Signal Output Mode Compare (SOMC) with Serve Last strategy whe the ATOM Control Bit (ACB) bitfield is ACB(4:2)=0b100 or 0b101
* the compare event is cancelled after the first event match (CCU0) and before the second event (CCU1) by writing to bit field ACB(4:0) of the channel control register ATOM[i]_CH[x]_CTRL the value 0b111XX
Then for further compare events the output will be toggled with each compare event, independently of the values of ACB(4:0) bitfield and Signal Level (SL) bit.		Do not cancel compare events of strategy 0b100 or 0b101 by writing 0b111XX to bit field ACB(4:0) of register ATOM[i]_CH[x]_CTRL.		 

		DAN-0041928		GTM		GTM: TIM_AUX_IN multiplexing selects incorrect TOM output		(GTM-IP-227)

In the Cluster Configuration Module (CCM) of the Generic Timer Module (GTM), when:
* AUX_IN source of TIM[y] channel x bit (SRC_CHx) equals 0 (SRC_CH[x]=0)
* and Output Selection for TIM[y] channel x bit (SEL_OUT_N_CHx) equals 1 (SEL_OUT_N_CH[x]=1)
of the Timer Input Module (TIM) Auxiliary input source register (CCM[y]_TIM_AUX_IN_SRC), then the GTM Multiplexer block GTM_MX[y] selects the TOM output TOM[y]_OUT[x+1] instead of specified output TOM[y]_OUT[x+1]_N.		Use the Dead Time Module (DTM) swap feature to swap TOM[y]_OUT[x+1] and TOM[y]_OUT[x+1]_N.		 

		DAN-0041938		GTM		GTM: MCS instruction BWRI not functional		(GTM-IP-228)

In the Generic Timer Module (GTM), if the Multi Channel Sequencer (MCS) is executing the  Bus Master Write Indirect instruction (BWRI) it is possible that the data is written to another location than the requested destination.		Do not use the BWRI instruction.		 

		DAN-0041939		GTM		GTM: No PMT (action) calculation in DPLL if ARU in dynamic mode		(GTM-IP-229)

In the Generic Timer Module (GTM), when the Advanced Routing Unit (ARU) operates in dynamic configuration mode it can happen that, in the Digital PLL module (DPLL), the Position Minus Time (PMT) calculation is not starting although the PMT data input has been transferred to DPLL RAM memory.		Don’t use ARU in dynamic configuration mode.		 

		DAN-0041940		GTM		GTM: Doubled number of microticks for the first input event in some DPLL modes		(GTM-IP-231)
In the Generic Timer Module (GTM), when the Digital PLL (DPLL) is configured as follows:
* fast correction of the sub increment: INCF1/2 set in the DPLL Control 11 register (DPLL_CTRL_11)
* in normal mode (DPLL_CTRL_0.RMO=’0’), the First TRIGGER detected (FTD) bit in the DPLL Status register (DPLL_STATUS) equals 0 (DPLL_STATUS.FTD = ‘0’) and the fast correction for sub increment counter1 (INCF1) bit is set in the  is set
* or in emergency mode (DPLL_CTRL_0.RMO=’1’), the First STATE Detected bit (FSD) in DPLL_STATUS register equals 0 (DPLL_STATUS.FSD =’0’)
If the DPLL is restarted, i.e. the DPLL Enable bit (DEN) in the DPLL Control Register 1 (DPLL_CTRL_1) is changed from ‘0’ to ‘1’, then the number of microticks of the sub increment unit sub_inc1/_c output is doubled for the first relevant input event (TRIGGER/STATE).
If the DPLL is operating in synchronous motor control (SMC) (DPLL_CTRL_1.SMC = ‘1’) and the DPLL is restarted and DPLL_STATUS.FSD = ‘1’, the number of microticks of the sub_inc2/_c output is doubled for the first STATE input event.		Disable the fast correction mode (bit DPLL_CTRL_11.INCF1/2 cleared) for the first input event after DPLL is restarted.		 

		DAN-0041941		GTM		GTM: Missing microticks in some DPLL modes		(GTM-IP-232)
In the Generic Timer Module (GTM), when the Digital PLL (DPLL) following conditions are met: 
* the fast correction of the sub increment 1 counter is enabled: INCF1 bit set in the DPLL Control 11 register (DPLL_CTRL_11)
* the DPLL is restarted, i.e. the DPLL Enable bit (DEN) in the DPLL Control Register 1 (DPLL_CTRL_1) is changed from ‘0’ to ‘1’
* and the second event after the restart arrives under a violation of the Plausibility Value of next active TRIGGER (PVT)
Then the DPLL does not place any microticks for this second input event.
The reason is that the PVT check is not suppressed for the first two input events after the restart.		Disable DPLL_CTRL_11.INCF1 for first two input events after restart.		 

		DAN-0041942		GTM		GTM: Incorrect reset level of output signal DTM_OUT[x]_N		(GTM-IP-233)

In the Dead Time Module (DTM) of the Generic Timer Module (GTM), the reset level of the output signal DTM_OUT[x]_N is fixed to a constant value instead of being equal to the corresponding TOM or ATOM output signal.
After the first edge of the GTM clock, the DTM_OUT[x]_N signal level takes the correct value.		Take into account the behavior of the DTM_OUT[x]_N signal.		 

		DAN-0041943		GTM		GTM: Incorrect address of first AEI access directly after deactivating GTM_HALT		In the Generic Timer Module (GTM), the GTM_HALT signal allows to disable the System Clock signal (SYS_CLK) for debugging purposes.

The first access on the GTM system bus (AEI) after the GTM_HALT goes inactive is executed always to GTM_REV register (AEI address = 0) under the following circumstance :
 1. An AEI write access with value ‘1’ to GTM_RST register is executed while GTM_HALT was active. This results into an software reset after GTM_HALT goes inactive.
 2. The mentioned AEI access is executed directly after GTM_HALT goes inactive. The AEI access is executed at same time as the software reset		Execute one dummy AEI read access to GTM_REV register after GTM_HALT goes inactive or wait two clock cycles after GTM_HALT goes inactive before execution of the first AEI access.		 

		DAN-0041944		GTM		GTM: DYN_READ_ID0 is skipped in ARU dynamic routing		(GTM-IP-238)
In the Generic Timer Module (GTM), when the Advanced Routing Unit (ARU) is configured in dynamic routing mode, 6 additional ARU master indentities (ID) (DYN_READ_IDy, y:0-5) can inserted in the starndard ARU process.
The delay to insert the addition IDs is configured by the bit-field DYN_CLK_WAIT of ARU Dynamic Routing High register (ARU_[x]_DYN_ROUTE_HIGH). The DYN_CLK_WAIT value delay can be reloaded when operating in update, swap or ring modes.
When the reloaded value is 15, which means no ID's has to be executed for the actual dynamic routing cycle (6 ID's), then the first ID (DYN_READ_ID0) of the succeeding dynamic routing cycle is skipped and only the ID's 1 to 5 will be executed.		Do not use the value 15 for DYN_CLK_WAIT in update, swap and ring modes.		 

		DAN-0041945		GTM		GTM:  MRDIO instruction of MCS does not update MHB		(GTM-IP-241)

The Memory Read Indirect with Offset instruction (MRDIO) does not update the Memory High Byte (MHB) register. The target register of the instruction is updated correctly, however the current value of the MHB register is not updated.		Compute the address offset and then use the Memory Read Indirect (MRDI) instruction instead of MRDIO, i.e substitute the instruction:
   MRDIO A, B
By the sequence:
   ADD B, R5
   MRDI A, B		 

		DAN-0041946		GTM		GTM: write access to DPLL_CTRL_11.STATE_EXT is independent of DPLL_CTRL_1.DEN		(GTM-IP-243)

In the Generic Timer Module (GTM), the Use of STATE engine extension (STATE_EXT) bit of the Digital PLL (DPLL) Control register 11 (DPLL_CTRL_11) can be written independantely of the DPLL Enable bit (DEN) of the DPLL Control 1 register (DPLL_CTRL_1).
The GTM specification states that the DPLL_CTRL_11.STATE_EXT can be written only when both bits DPLL_CTRL_1.DEN of DPLL_CTRL_1 and Write enable of STATE_EXT of DPLL_CTRL_11 are cleared (= 0).		Never set the DPLL_CTRL_11.STATE_EXT = '1' if DPLL_CTRL_1.DEN = '1'.		 

		DAN-0041947		GTM		GTM:  ARU SYS_CLK not disabled by GTM_HALT		(GTM-IP-244)

In the Generic Timer Module (GTM), the gtm_halt signal disables the module system clock (SYS_CLK) in order to freeze the activity during a debug session for example.
When gtm_halt is active, the clock to the Advance Routing Unit (ARU) is not stopped and the round trip counter (ARU_CADDR) still gets incremented.		Take into account the ARU_CADDR will increment when gtm_halt signal is active.		 

		DAN-0041949		GTM		GTM: Unexpected setting of output signal GTM_RESTORE while GTM_HALT is active		(GTM-IP-246)

In the Generic Timer Module (GTM), the GTM_HALT signal is used to disable the clocks for debug purposes.
When a cluster clock setting is changed to system clock with no divider, by writing 0b01 to the bitfield Cluster x Clock Divider (CLSx_CLK_DIV) of the GTM Cluster Clock Configuration register (GTM_CLS_CLK_CFG), while the GTM_HALT is active, GTM debug interface output signal GTM_RESTORE is set unexpectedly.		Reconfigure the cluster clock setting by writing value 0b01 to corresponding bitfield of GTM_CLS_CLK_CFG register while GTM_HALT is inactive and only afterwards change GTM_HALT to active.		 

		DAN-0041950		GTM		GTM: Input events may be missed for some time after the DPLL is enabled (ERR010175)		(GTM-IP-247)
In the  Generic Timer Module (GTM), a new input signal on either TRIGGER or STATE is not recognized or stored by the Digital Phase-Lock Loop (DPLL) for some time after the DPLL is enabled in the DPLL Control Register 1  (DPLL_CTRL_1) by setting the DPLL Enable bit (DEN) (DPLL_CTRL_1[DEN] changed from 0 to 1). 

After power on reset or a DPLL software reset, the time is approximately 140 clock cycles. When the DPLL is enabled after the module was disabled, the time is 20 clock cycles for the STATE signal and approximately 45 clock cycles for the TRIGGER input signal. The TRIGGER signal time is lengthened by parallel accesses to the RAM1b memory. Each RAM1b access lengthens the time window by 10 clock cycles.		When the DPLL is enabled for the first time after a reset, the first event may be neglected and the DPLL calculation may be delayed by one event.

When the DPLL is re-enabled during operation (was enabled, then disabled), there are two possible workarounds.
Workaround 1:
Within the time frame after the DPLL is enabled the Timer Input Module (TIM) inputs must be observed to check for a new event on TRIGGER or STATE signal: The angle clock must then be adapted setting the Pulse Correction Mode for SUB_INC1 / SUB_INC2 bits (PCM1, PCM2) in the DPLL_CTRL_1 register.

Workaround 2:
Within the time frame after the DPLL is enabled the Timer Input Module (TIM) inputs must be observed to check for a new event on TRIGGER or STATE signal: The angle clock must be corrected, for the missing pulses: re-generate  a TIM input event by writing to TIM0 Input Source Register (TIM_0_IN_SRC).		 

		DAN-0041952		GTM		GTM: DPLL_STATUS[BWD1/2] flags not reset when DPLL is disabled and enabled again (ERR010176)		(GTM-IP-250)
When the Generic Timer Module (GTM) Digital PLL (DPLL) is disabled and enabled again (DPLL_CTRL_1[DEN] = 1 -> 0 -> 1), the following bits of the DPLL Status Register (DPLL_STATUS) may not be reset:
* Backwards drive of sub-increment 1 (BWD1)
* Backwards drive of sub-increment 2 (BWD2)

The minimum time in the disabled state (DPLL_CTRL_1[DEN] = 0), needed to correctly reset DPLL_STATUS register, is either
a) 120 clock cycles if there is no active input event processed, or
b) 860 clock cycles if there is an active input event processed.		When the DPLL is disabled (DPLL_CTRL_1[DEN] = 1 -> 0), ensure there is at least a time of 
a) 120 clock cycles (1,5us @80MHz  or 1,2us @100MHz GTM clock frequency) if no active input event is processed/expected
b) 860 clock cycles (10,75us @80MHz  or 8,6us @100MHz GTM clock frequency) if there is an active input event expected
before enabling the DPLL again (DPLL_CTRL_1[DEN] = 0 -> 1).		 

		DAN-0041954		GTM		GTM: GTM_BRIDGE_MODE write protection by bitfield BRIDGE_MODE_WRDIS not functional		(GTM-IP-252)

In the Generic Timer Module (GTM), if the BRIDGE_MODE_WRDIS bit of the GTM Reset register (GTM_RST) is set (GTM_RST.BRIDGE_MODE_WRDIS=1), a write to the GTM Bridge mode configuration register (GTM_BRIDGE_MODE) will result in an Illegal Address Access value (0b10) of the AEI Status Signal (AEI_STATUS) but the bit-fields Bridge Software reset (BRG_RST), Mask Write Response (MSK_WR_RESP) and Bridge mode selection (BRG_MODE) of GTM_BRIDGE_MODE register are changed.		Don’t use BRIDGE_MODE_WRDIS=1 or take into account the described behavior.		 

		DAN-0041955		GTM		GTM: Loss of data for PMT transfer to DPLL via ARU		(GTM-IP-253)

In the Generic Timer Module (GTM), when the following events occur at the same time:
* a new transfer starts in the Advanced Routing Unit (ARU) with destination the Digital PLL module (DPLL), i.e. a transfer of data for DPLL Position Minus Time (PMT) computation
* the DPLL starts a calculation of PMT
Then, because the ARU interface to DPLL is switched off during the PMT calculation to ensure an exclusive use of the DPLL memory RAM1a, the incoming PMT data is not transferred into the DPLL-RAM1a.		Verify that the PMT data has reached the DPLL by checking the ACT_N(i) flags of the  DPLL ACTION Status Register (DPLL_ACT_STA). If the flag is cleared (DPLL_ACT_STA .ACT_N(i) = 0), the PMT transfer must be repeated.		 

		DAN-0041957		GTM		GTM: TIM TDU_STOP = 0b101 not functional		(GTM-IP-254)

In the Timer Input Module (TIM) of the Generic Timer Module (GTM), the Time Out counters 0 & 1 (TO_CNT and TO_CNT1) of the TimeOut Detection Unit (TDU) will not stop counting on respectively the word event (tdu_word_evt) and the frame event (tdu_frame_event) when the TDU_STOP bitfield of the TIM channel Extended control register (TIM[i]_CH[x]_ECTRL) equals 0b101.		Do not use the TDU_STOP = 0b101 configuration.		 

		DAN-0041958		GTM		GTM: Wrong AEI Status Signal for protected write to TIM[i]_CH[x]_GPR0		(GTM-IP-256)

In the Timer Input Module (TIM) of the Generic Timer Module (GTM), the channel General Purpose Register  (TIM[i]_CH[x]_GPR0) is a read only register except in TIM Serial Shift Mode (TSSM).
In case of write access to GPR0 in any mode different than TSSM, the GTM system bus interface status signal (AEI_STATUS) value incorrectly returns 0b00 for no error instead of 0b10 for Illegal Address Access.		Take into account that no error status is generated for write access to TIM[i]_CH[x]_GPR0 register.		 

		DAN-0041959		GTM		GTM: TIM captures incorrect TBU_TS0 in low resolution mode		(GTM-IP-257)

In the Generic Timer Module (GTM), when the channel 0 (CH0) of the Time Base Unit sub-module (TBU) is configured for low resolution, i.e. the bitfield LOW_RES of the CH0 control register is set (TBU_CH0_CTRL.LOW_RES = 1), in all instances i of the Timer Input Module (TIM) the 23 lower bits of the TBU channel 0 timestamp signal (TBU_TS0[23:0]) are captured instead of the 23 higher bits (TBU_TS0[26:3]). TBU_TS0 is selected for capture source in the following configurations of the TIM channel Control register (TIM[i]_CH[x]_CTRL):
* Shadow Counter Selection (CNTS) bit is set, i.e. TIM[i]_CH[x]_CTRL.CNTS_SEL = 1
* Extension of GPR0 Selection (EGPR0_SEL) and GPR0 Selection (GPR0_SEL) bits are cleard, i.e. {TIM[i]_CH[x]_CTRL.EGPR0_SEL = 0} AND {TIM[i]_CH[x]_CTRL.GPR0_SEL = 0}
* Extension of GPR1 Selection (EGPR1_SEL) and GPR1 Selection (GPR1_SEL) bits are cleard, i.e. {TIM[i]_CH[x]_CTRL.EGPR1_SEL = 0} AND {TIM[i]_CH[x]_CTRL.GPR1_SEL = 0}		Option 1) Configure another TBU channel, eg. TBU_TS1 or TBU_TS2, with a clock source from the Clock Management Unit (CMU) equals to TBU_TS0 frequency divided by 8 (CMU_CLKx = TBU_TS0/8). Select this TBU_TSx source for capturing to TIM[i]_CH[x]_GPR0 or TIM[i]_CH[x]_GPR1. 
Option 2) If the captured values are processed by Multi Channel Sequencer (MCS) or the CPU, correct them by divide by 8.		 

		DAN-0041960		GTM		GTM: (A)TOM SOMP asynchronous update not functional with CM1=0 and CMU_CLK not equal to SYS_CLK (ERR010647)		(GTM-IP-260)

In the Generic Timer Module (GTM), an asynchronous update of the duty cycle by writing the value 0 to the Compare Register 1 (CM1) while the clock reference selected is not equal to the GTM system clock does not cause the signal to go to the inactive level. The output signal remains at its active level.
This behavior impacts both  the Timer Output Module (TOM) and the Advanced Router Unit (ARU) connected TOM (ATOM) when used in Signal Output Mode Pule Width Modulation [PWM] (SOMP).		Write 1 to CM1 instead of 0.		 

		DAN-0041961		GTM		GTM: Writing new value to CM1 register is not recognized as valid data in ATOM SOMB		(GTM-IP-261)

In the Generic Timer Module (GTM), when a channel of the ARU-connected Timer Output Module (ATOM) is configured in Signal Output Mode Buffered Compare (SOMB), if a new value is written to Compare register (CM1) of the Compare Unit 1 (CCU1) and afterwards a new value is written to the Shadow Register (SR1), the CM1 register is immediately reloaded with the content of SR1. The compare cycle starts with the reloaded value and the first value which was written to CM1 register get lost.		Start a new compare cycle by writing new compare values to SRx registers and update the CMx registers with the force update mechanism.		 

		DAN-0041962		GTM		GTM: DPLL_PSSC behavior in mode change		(GTM-IP-262)

In the Digital PPL module (DPLL) of the Generic Timer Module (GTM), when changing from normal to emergency mode, the calculated position stamp for the last STATE input (PSSC) value in the DPLL memory RAM1b is not updated at the following TRIGGER slope but at the following STATE slope with the value of the calculated position stamp of last TRIGGER input (PSTC), i.e. DPLL_PSSC = DPLL_PSTC.		Leave PSSC as is.
In case a different value for PSSC is necessary, write the desired value in the DPLL_PSSC memory location using the CPU interface.		 

		DAN-0041963		GTM		GTM: DPLL_STATUS.LOCK1 flag (0 ->1) delayed after direction change		(GTM-IP-263)
In the Generic Timer Module (GTM), the Digital PLL (DPLL) Lock status concerning SUB_INC1 flag (LOCK1) of the DPLL Status register (DPLL_STATUS) does not behave like requested in the specification. When the DPLL is operating in emergency mode, the Reference Mode (RMO) bit of the DPLL Control 0 register (DPLL_CTRL_0) is set (DPLL_CTRL_0.RMO = 1) and a direction change happens the LOCK1 flag is reset to “0”, as expected, but the LOCK1 flag is set to “1” again after 4 detected gaps (missing state interrupt, ms -flag) instead of the 2 subsequent gaps specified.		Use the missing state interrupt to check for the correct point in time when the LOCK1 flag should be set again.
If the use of the LOCK1 flag is not time critical it could be used as is with the latency describe above.		 

		DAN-0041965		GTM		GTM: No DPLL-STATE input signal when cluster 0 & 1 clocks are different		(GTM-IP-266)
In the Generic Timer Module (GTM), if the clusters 0 and 1 are running on different clocks an internal handshake signal is getting lost which has the effect that the Digital PLL (DPLL) does not get a STATE input signal.
The DPLL and the Sensor Pattern Evaluation (SPE) sub-modules are impacted.		Use the same clock divider values for cluster 0 and the cluster 1.
The clock divider for the cluster is configured in the GTM Cluster Clock Configuration register (GTM_CLS_CLK_CFG) with the bit-fields Cluster x Clock Divider (CLS[x]_CLK_DIV).		 

		DAN-0041966		GTM		GTM: DPLL sub-increments not generated at high speed after direction change		(GTM-IP-267)

In the Generic Timer Module (GTM), when the Digital PLL (DPLL) is configured for  fast correction of the sub-increment, i.e. INCF1 or INCF2 bit is set in the DPLL Control 11 register (DPLL_CTRL_11), then in case of direction change the micro-ticks are not generated at the highest speed.
If the system operates slow enough under the direction change condition all the micro-ticks can be generated until the next input signal occurs.
In case where the next input signal after the direction change comes before all the micro-ticks for the direction change are placed, the DPLL is able to give out the pulses at highest speed with the next input signal if configured:
* in automatic end mode:  DPLL Mode select bit (DMO) of DPLL Control register 1 (DPLL_CTRL_1) is clear (DPLL_CTRL_1.DMO='0')
* and the Correction strategy in automatic end mode (COA) bit is clear in the DPLL_CTRL_1 register (DPLL_CTRL_1.COA='0'): select fast increment.
In case DPLL_CTRL_1.COA='1' the missed micro-ticks are repeated together with the pulses for the next increment.
In all cases, the number of sub-increments in total is not corrupted.		If the pulse alignment under direction change condition is not a problem no workaround is needed. If it is necessary to have the pulses in time, as described in the specification, the pulse generation can be accelerated by forcing the speed of the pulse generator. If the signals DPLL_CTRL_1.PCM1/2, DPLL_CTRL_11.PCMF1/2 = '1', DPLL_CTRL_11.PCMF1_INCCNT_B = '1' are used the number of pulses given by DPLL_MPVAL1/2 (RAM1b) are generated at highest speed. In this case the overall number of pulses to be generated is not modified.		 

		DAN-0041967		GTM		GTM: Missing ECC Error handling on data fetch of MRDIO instruction in MCS		(GTM-IP-269)
In the Multi Channel Sequencer (MCS) sub-module of the Generic Timer Module (GTM), if an ECC error input signal of an MCS instance signalizes an ECC error during the data fetch phase of a Memory Read Indirect with Offset (MRDIO) instruction, the ECC error is not recognized by the MCS.
The ECC error is not logged in the ERR bit of the channel Status (STA) register, nor in the MCS Error register (MCS[i]_ERR), and the MCS channel does not halt immediately after reading the data.		Change the program code by calculating the address offset in the program sequence and using the Memory Read Indirect instruction (MRDI) instead of MRDIO.		 

		DAN-0041968		GTM		GTM: (A)TOM output postponed for CM0=1 and CM1>CM0 if CN0 is reset by trigger of preceding channel		(GTM-IP-270) (ERR010646)

The following behavior impacts both the Timer Output Module (TOM) and the Advanced Router Unit (ARU) connected TOM (ATOM) when used in Signal Output Mode Pule Width Modulation [PWM] (SOMP) of the Generic Timer Module (GTM).
When the channel counter register (CN0) is reset by the trigger of a preceding channel, in other words the bit Reset source of Counter Compare Unit 0 [CCU0] (RST_CCU0) of the (A)TOM channel control register {(A)TOM[i]_CH[x]_CTRL} is set, the value of the CCU0 Compare register (CM0) defines the assertion of the output signal level to the value of the Signal Level bit (SL) whereas the value of the CCU1 Compare register (CM1) defines the assertion to the inverted value of SL bit (!SL).
In the case where CM0 = 1 and CM1 is greater than CM0, the expected output edge is postponed by one period.		Instead of configuring CM0=1, configure CM1=1 and invert SL to get the expected edge with a counter value of 1 (CN0=1) the expected edge (of configuration CM0=1).		 

		DAN-0041969		GTM		GTM: MCS instruction MRDIO cannot store read data in register set XOREG		(GTM-IP-274)

In the Multi Channel Sequencer (MCS) sub-module of the Generic Timer Module (GTM), the MRDIO instruction (Memory Read Indirect with Offset) cannot store the read data in the following registers of the extended operation register set (XOREG):
* Mirror of succeeding channel general purpose registers: RSy (y: 0..7)
* GTM Module Interrupt registers 0 & 1: GMI0, GMI1
* DPLL Status register: DSTA
* DPLL Extended Status register: DSTAX

When the MRDIO instruction tries to store the read data to register A (with A belonging to the previous list) the data is stored in another register. The invalid address of the actual target register can be obtained by forcing the most significant address bit (bit 4) of register A to zero.		Change the code as follow:
* calculate the address offset in the program sequence and use the instruction MRDI (Memory Read Indirect, without offset) instead of MRDIO
* then move the read data of register A (in MRDI, A belongs to the standard operation register set OREG) to the desired register of the set XOREG using the instruction MOV.		 

		DAN-0042187		DSPI		DSPI: DSPI9 instance configured in CMOS Classic transfer format may not work beyond 10 MHz		In the Deserial Serial Peripheral Interface (DSPI) module, the DSPI9 instance may not work up to 12.5MHz baud rate if all the following conditions are true:

- it's configured in Master mode, Classic SPI transfer format, using CMOS pads;
- it's supplied at 3.3V+/-10%;
- the serial communication clock signal (SCK) is mapped on a pad set in strong drive configuration; and
- the serial data input signal (SIN) is mapped on PAD[151] (Port J pin 7) or PAD[176] (Port L pin 0).		The DSPI9 instance must run at 10 MHz maximum in case it is configured in Classic SPI transfer format with SCK CMOS pads set to strong drive strength, SIN mapped on some specific pads and operating at 3.3V+/-10%.		NEW

		DAN-0042188		DSPI		DSPI: DSPI1 and DSPI3 instances may not properly work with DSPI clock > 60Mhz, with PCS at PAD[83]		In the Deserial Serial Peripheral Interface (DSPI) module, in case:
- PAD[83] (Port F pin3)  is used as Peripheral Chip Select (PCS) 
- DSPI_CLK1 frequency is greater than 60MHz 
- PCS to SCK Delay field Scaler value (CSSCK) of DSPI Clock and Transfer Attributes Register (DSPI_CTARn[CSSCK]) is equal to zero.
the instances 1 and 3 (DSPI1 – DSPI3) may not work properly because PAD[83] doesn’t support the feature of PCS at high speed. 
Also with this configuration of PCS mapped at PAD[83], DSPI strobe feature through PCSS is not supported for DSPI3.		If DSPI_CLK1 frequency is greater than 60 Mhz, set CSSCK field into the DSPI_CTARn register with a value greater than zero: DSPI_CTARn[CSSCK] > 0.
In case PCS strobe is to be used for DSPI3, PCS should not be mapped on PAD[83]

		DAN-0042259		PMC_DIG		PMC: the flag for LVD100_SB voltage detect event (PMC EPR_LV0[LVD3_SB]) is not asserted (ex PS2476)		If a voltage monitor event is enabled through REE_LV0.LVD3_SB bit, then the voltage detect event causes a functional reset when the selected voltage drops below the related threshold. 
The functional reset is generated but the voltage monitor flag is not correclty reported to PMC EPR_LV0 register.		The same information can be retrieved by reading the ‘Functional’ Event Status Register (RGM_FES), checking the status of flag RGM_FES[F_VOR_FUNC_STDBY].

		DAN-0042364		AMU		AMU: Incorrect operation with spurious MEMU or FCCU errors when AMU is working with APC enabled.		AMU supports transfer of flash (or remapped calibration) data to its local RAM by reading Flash through Pflash Controller. AMU interface is not enabled for pipelined flash read thus when PFlash Controller is programmed to enable pipelined read (PFLASH_X_PFCR1[APC] = 0b000 or PFLASH_X_PFCR1 [APC] =0b001) AMU operation gets in conflict with normal CPU read operation. It results in data corruption resulting in spurious ECC errors from Local RAM (ARAM) as well as System RAM by incorrectly setting the FCCU channels 21 (MEMU_RAM_CE), 22 (MEMU_RAM_UCE), 24 ( MEMU_PER_CE), 25 ( MEMU_PER_UCE) and the respective registers in MEMU. Also, the read data is not correct and will result in functional issues afterwards.		When using AMU, disable pipeline by programming PFLASH_X_PFCR1 [APC]  = 0b100 in both Pflash Controllers (PFLASH_X).		 

		DAN-0042615		XOSC and IRCOSC		XOSC: Oscillator4-40MHz Internal Capacitances		The XOSC internal capacitances can be enabled with the following DCF record: MISC_DCF. XOSC_EXT_CLOAD = 0. 
The values can be trimmed with the following DCF record: MISC_DCF. XOSC_LOAD_CAP_SEL, but the resulting  values  are different from the ones reported  in the Reference Manual. The values will also depend  on the frequency of the crystal oscillator used in the application. 
In addition, if the trimming value is greater than 0, the maximum capacitance variation of +/-15% cannot be guaranteed.		Configure the Oscillator to use external capacitances only: MISC_DCF. XOSC_EXT_CLOAD = 1 (*)
OR 
Configure the Oscillator to use Internal Capacitances, with default trimming value: 
MISC_DCF. XOSC_EXT_CLOAD = 0, MISC_DCF. XOSC_LOAD_CAP_SEL = 0 
NB: please check if the typical capacitance value measured in this case is compatible with the crystal requirements. The expected variation in this configuration is +/-15%. Please contact a ST sales representative, for the expected typical capacitance values, at different clock frequencies. 
(*) in this configuration there are some internal parasitic caps at XTAL nodes which are close to ~6.5 pF (verified at 40MHz) 
It is not recommended to use internal capacitances with a trim value different from 0, as value and variation cannot be guaranteed.		 

		DAN-0042709		BAF		BAF: serial download generate ECC errors		The serial download over UART and CAN can generate ECC errors, if the code is downloaded in a 64-bit RAM.
In the serial boot, the function to perform a 64-bit write is not working (compiler generated two 32-bit writes instead of one 64-bit). Therefore if the target address for serial download is System RAM, ECC errors are present and the loaded code can’t be executed (exception generated and exception handler performs a reset).		Use a core local Data Memory (DMEM) or Instruction Memory (IMEM) as target destination for the serial download procedure.

Note: The following BAF release is correcting this behavior: 
For SPC58NE84, SPC58xG84: release 2.4 (0x02040000 at address 0x00404008)

		DAN-0042817		GTM		GTM: DIVS instruction could read wrong data if MCS is not in round robin mode		In the Multi Channel Sequencer (MCS) of the Generic Timer Module (GTM),  if a signed division (DIVS) instruction tries to access data that results from a previous bus read access (direct or indirect, respectively instructions BRD or BRDI) and the delay between the corresponding BRD(I) instruction and the DIVS instruction is one or two clock cycles, the DIVS reads wrong data.		Use one of the following workaround.
Option 1:
Configure the MCS in round robin scheduling mode. In this case the delay between the BRD(I) and the DIVS instruction is always greater than 2.

Option 2:
Add two NOP statements between BRD(I) and DIVS. For example, modify the following sequence
    BRDI R0, R1
    DIVS R0, R2, 16
into
    BRDI R0, R1
    NOP
    NOP
    DIVS R0, R2, 16		 

		DAN-0042818		GTM		GTM: MCS bus master interface locked by write access to the readonly ADC interface		(GTM-IP-276)
In the Generic Timer Module (GTM), the Multi Channel Sequencer (MCS) provides a bus master interface to communicate with other sub-modules inside its cluster and an interface to read from an external Analog to Digital Converter (ADC).
A MCS write instruction (Bus Master Write [BWR] or Bus Master Write Indirect [BWRI]) to the read-only ADC interface range will lock the MCS bus master interface. The following bus master accesses (read or write) of any MCS channel will not be executed. These accesses are stored in the bus master transaction buffer. As soon as this transaction buffer is full all instructions bus master instructions (Bus master Read [BRD], Bus master Read Indirect [BRDI], BWR and BWRI) are suspended forever and the MCS channel program counter register does not increment.
Please notice that read data in case of BRD and BRDI instructions will be not deterministic anymore.

Additional information: The size of the transaction buffer is 8 entries for the cluster 0 and 2 entries for the other clusters.		Ensure that the MCS code does not write to the ADC interface memory range.
If the BWRI instruction is in use the correctness of the address passed via a register has to be proven to prevent unintended writes to the ADC interface address range.		 

		DAN-0042820		GTM		GTM: Erroneous behaviour of back-to-back accesses on AEI to FIFO interface		(GTM-IP-277)

In the Generic Timer Module (GTM), parallel accesses from the CPU and Multi Channel Sequencer (MCS) master interface to the GTM generic bus interface (AEI) of the AEI to FIFO Data (AFD) interface can result in back to back accesses on AFD AEI interface.  
Two erroneous scenario could occur on this back to back accesses :  
1. A write access followed back to back by a read access on the AFD i FIFO z buffer access register (AFD[i]_CH[z]_BUF_ACC) results in an erroneous write access to a undefined address of the FIFO memory.  
2. A write access to AFD[i]_CH[z]_BUF_ACC register followed back to back by a direct FIFO memory write access. The second write access to the FIFO memory is not executed and results in a data loss.		To prevent data loss in the second scenario, application can read the data back from FIFO memory and write it again if the data was not written.		 

		DAN-0042821		GTM		GTM: Restoring of F2A read access to FIFO after GTM_HALT condition not functional (ERR010764)		(GTM-IP-278)

In the Generic Timer Module (GTM), the GTM_HALT signal is used to disable the clocks for debug purposes.
When the GTM_HALT signal is activated while the FIFO to ARU unit (F2A) sub-module is executing a read access to a FIFO channel buffer, the F2A read access is stopped and then restored after GTM_HALT is deactivated. The restoring of the F2A read access is providing erroneous data.		Do not halt the GTM during debug, or take into account that erroneous data can be read by the F2A when resuming the operation.		 

		DAN-0042822		GTM		GTM: No write access to GPR1 in TIM Serial shift mode		(GTM-IP-279)

In the Timer Input Module (TIM) of the Generic Timer Module (GTM), when a channel is configured in TIM Serial Shift Mode (TSSM), user can write to the General Purpose Register 1 (GPR1) in order to define the amount of bits which shall be captured in the next word. On the capture event, the GPR1 register content is transferred to the Counter Shadow register (TIM[i]_CH[x]_CNTS or CNTS).
This functionality is not usable as:
* The GPR1 register can not be written
* The update of CNTS with GPR1 is not possible		Use one of the following option.
Option 1: Use the same amount of bits per word for all captures. As a consequence, CNTS is defined only once and the shadow register update mechanism is not to be used.

Option 2: Define in CNTS the total amount of bits in the frame which have to be shifted. Then use the external capture mechanism (signal tssm_ext_capture) to define the capture events for capturing individual amount of bits per word: set up the counters in the Timeout Detection Unit (TDU) with the Time out compare value fields (TOV) of the TDU control register (TIM[i]_CH[x]_TDUV). Then, after each capture, reconfigure the TOVx field with the amount of bits for the next word.		 

		DAN-0042823		GTM		GTM: FIFO Ring buffer mode not functional if corresponding FIFO buffer is completely filled		(GTM-IP-280)

In the Generic Timer Module (GTM), the First In First Out Module (FIFO) provides a ring buffer mode used to provide a continuous data or configuration stream to the other GTM sub-modules without CPU interaction.
In the configuration where the number of data matches exactly the FIFO buffer size, the data are transmitted only once to ARU. Afterwards no further values will be transmitted to ARU.		Configure the size of the FIFO buffer at least one element bigger than the needed number of data which should be transmitted to ARU in ring buffer mode.

The ring buffer operates as follow.
Step 1: data are written into the corresponding FIFO buffer
Step 2: FIFO ring buffer mode is activated and the  transmition of the samples to ARU starts
    * the read buffer is set to the configured start address and incremented for each transmission
    * when the read pointer reaches the write pointer (last data written), it is set back to the configured start address		 

		DAN-0042824		GTM		GTM: Capturing of data not synchronized with shift clock in TIM Serial shift mode if EXT_CAP_EN=0		(GTM-IP-281)

In the Timer Input Module (TIM) of the Generic Timer Module (GTM), when a channel is configured as follow:
* TIM Serial shift mode (TSSM), 
* external capture mode is disabled, i.e. bit EXT_CAP_EN of TIM channel control register equals 0 (TIM[i]CH[x]_CTRL.EXT_CAP_EN = 0)
The capture is triggered immediately at the capture condition instead of being synchronized with the selected shift clock.
As a consequence, the data in the General Purpose Registers 0 and 1 (GPR0, GPR1) are incorrect:
a) the captured time-base values (from Time Base Unit TBU_TSx) show values inconsistent compared with the duration ( {shift_clock * number_of_bits} where number_of_bits = CNTS[7:0] + 1)
b) the capture of the channel Counter register (TIM[i]_CH[x]_CNT) into GPR1 occurs to early and the last sampled bit of the word can be incorrect.		Use the external capture mechanism (signal tssm_ext_capture) setting the EXT_CAP_EN bit to 1 (TIM[i]CH[x]_CTRL.EXT_CAP_EN = 1):
* use the counters in the Timeout Detection Unit (TDU) to define the shift clock and the external capture event
* ensure with the counter start conditions that the shift clock and the external capture event are not active in the same system clock.		 

		DAN-0042825		GTM		TIM TSSM mode with EXT_CAP_EN=1, no capture signal (NEWVAL _IRQ) and data capture to GPR0/1 triggered for condition CNTS[15:8]>=CNTS[7:0]		(GTM-IP-282 )

In the Timer Input Module (TIM) of the Generic Timer Module (GTM), when a channel is configured as follow via the Channel Control register (TIM[i]_CH[x]_CTRL):
* TIM Serial Shift Mode (TSMM), i.e. bit field TIM_MODE = 110b
* external capture is enabled, i.e. bit EXT_CAP_EN is set
Two events can trigger the capture:
a) An event on the external capture mechanism (signal tssm_ext_capture)
b) If the conditon CNTS[15:8]=CNTS[7:0] (number of shift clock increments equals number of bit to store) is true
The second event (CNTS[15:8]=CNTS[7:0]) will never start a capture. As a consequence, not interrupt is generated and no data is captured into the General Purpose registers TIM[i]_CH[x]_GPRn.		Use only the external capture mechanism. The Timeout Detection Unit (TDU) must be configured to define the number of bits to be stored via the Timeout Value fields (TOVx) of the Timeout Value register (TIM[i]_CH[x]_TDUV). The TOVx field may need to be updated in order to achieve the desired target.

Example: The goal is to capture 40 bits as 2 words 16-bit wide and 1 word 8-bit wide.
Without this errata, the configuration is:
* CNTS[7:0] = 15 so after 16 bits a capture shall be initiated
* TOV = 39 so the end of frame is generated when the total amount of bits is reached.
This can be achieved by:
* setting TOV = 15, in order to generate a capture event after 16 bits
* reconfiguring TOV to 7 after the secong capture in order to shorten the last word to 8 bits.		 

		DAN-0042992		FCCU		FCCU: Spurious event on FCCU channel 10 or 12 can occur during core reset assertion		A functional reset assertion can cause a spurious event on FCCU channel 10 or 12. The cause is related to a delay in the assertion path of the reset between the core monitor and the RCCU. 
If core 0 is turned off, no spurious event occurs on FCCU channel 10. The same statement applies to core 2 and FCCU channel 12.

This behavior is also true in case reset to core is asserted through ME_CADDRn.RMC bit.

In the case of a destructive reset, these FCCU events don't occur because the FCCU itself is reset and its faults are cleared.		The user can implement 2 workarounds in case core0/2 is reset by functional reset or ME_CADDRn.RMC bit.
First, the user clears the FCCU channels 10  and 12 if they are set.
Second, before the software triggers a functional reset, it turns off the core 0 and core 2 through the relevant MC_ME registers. This workaround is applicable only if reset source is functional reset.

		DAN-0043003		CMU		CMU: False upper frequency threshold alarm signaled to FCCU		Clock Monitor Units (CMUs) are connected to outputs of clock dividers to verify that clock frequencies stay within operating limits, by comparing them against a high and a low threshold value. FCCU can be configured to trigger a reaction if a threshold violation is detected.

When monitoring the PLL0-PHI clock and the clocks having frequency > 100 MHz, the CMU may occasionally report a false event of violation of the upper threshold for the frequency being measured.

Under those circumstances, the FCCU takes the configured reaction even though the frequency is actually within operative limits. 

If the measured clock frequency is above the upper threshold or below the lower threshold, the fault event is always correctly triggered.		Since CMU_0 can trigger false positive events, it must be disabled by setting the CMU_CSR.CME bit to 0. Other CMUs that monitor clocks with frequency > 100 MHz must be configured to disable monitoring of the upper frequency threshold (FHH) altogether, by programming the CMU_HFREFR register to the maximum value. This will ensure no FHH event is raised.

In order to check the integrity of the mentioned clocks and filter out spurious assertions of FHH events, the workarounds below are available.
First, the application can verify the integrity of the PLL0-PHI clock by replacing CMU_0 with other CMU modules that monitor clocks derived from PLL0-PHI and having frequency <= 100 MHz.
Similarly, for the other clocks monitored by CMU modules with FHH monitoring disabled, the user can rely on the FHH event of other CMU modules monitoring clocks <=100 MHz on the same clock branch.

Lower threshold crossing events (FLL) must always be considered as a real fault.

Please refer to the Reference Manual for the complete list of available CMU monitors.

		DAN-0043007		MEMU		MEMU: Fake entries after offline Lbist execution on partition0		There are some unexpected valid entries visible in Memu after offline Lbist execution on partition0.  
In the case of 320 pattern executed, which are sufficient to grant 90% Lbist coverage, a single unexpected uncorrectable error entry is visible in Memu corresponding to address 0x50000000.		After the execution of the offline LBIST on partition 0, the user must clear the MEMU entries that don’t point to any volatile memories. Besides, the user must remove all MEMU entries if the execution of the MBIST doesn’t report any error.		REWORDED

		DAN-0043085		FCCU		FCCU: Unwanted indication of a fault state for a single safe clock period		When the software switches the FCCU state machine from CONFIG to NORMAL state, the user can observe a glitch to a logic 0b in the error out pin. In this case, the user wrongly interprets this glitch as a fault indication. 
The duration of the glitch is equal to a single clock period of the IRC oscillator.
This event occurs only if the software changes the error out protocol from a toggling to a not-toggling one, and programs the FCCU_CFG.FCCU_SET_AFTER_RESET bit to 1b. As a result, there is a 50% of probability to observe the glitch.		Split the configuration of the FCCU in 2 phases.

During the first phase, the software:
1) moves the FCCU to the CONFIG state
2) configures the FCCU including the error our protocol, but without setting the FCCU_CFG.FCCU_SET_AFTER_RESET flag to 1b
3) exits to the NORMAL state

During the second phase, the software:
4) moves again the FCCU to the CONFIG state
5) sets the FCCU_CFG.FCCU_SET_AFTER_RESET flag to 1b
6) exits to the NORMAL state

Note:  The default(after reset) error out protocol is the Dual Rail. Since this is a toggling protocol, the software must execute the above steps each time the user wants to switch to a not-toggling error out protocol.

		DAN-0043158		SARADC		SARADC: 10-bit SARADC sampling cycles can't be reduced to 2 in "normal mode conversion"		In 10-bit SARADC "normal mode conversion", the minimum number of sampling cycles is 5 even if CTR0[INPSAMP] is configured to be <5.  In "fast comparator mode conversion", instead, sampling configuration is properly applied.		Minimum number of sampling cycles has to be considered as 5 if SARADC 10-bit works in "normal mode conversion".		 

		DAN-0043294		MCAN		MCAN: Tx FIFO message sequence inversion		(MCAN#18)

Assume the case that there are two Tx FIFO messages in the output pipeline of the Tx
Message Handler. Transmission of Tx FIFO message 1 is started:
Position 1: Tx FIFO message 1 (transmission ongoing)
Position 2: Tx FIFO message 2
Position 3: --
Now a non Tx FIFO message with a higher CAN priority is requested. Due to its priority it
will be inserted into the output pipeline. The TxMH performs so called "message scans" to
keep the output pipeline up to date with the highest priority messages from the Message
RAM. After the following two message scans the output pipeline has the following content:
Position 1: Tx FIFO message 1 (transmission ongoing)
Position 2: non Tx FIFO message with higher CAN priority
Position 3: Tx FIFO message 2
If the transmission of Tx FIFO message 1 is not successful (lost arbitration or CAN bus
error) it is pushed from the output pipeline by the non Tx FIFO message with higher CAN
priority. The following scan re-inserts Tx FIFO message 1 into the output pipeline at position
3:
Position 1: non Tx FIFO message with higher CAN priority (transmission ongoing)
Position 2: Tx FIFO message 2
Position 3: Tx FIFO message 1
Now Tx FIFO message 2 is in the output pipeline in front of Tx FIFO message 1 and they
are transmitted in that order, resulting in a message sequence inversion.

Scope:
The erratum describes the case when the M_CAN uses both, dedicated Tx Buffers and a
Tx FIFO (TXBC.TFQM = '0') and the messages in the Tx FIFO do not have the highest
internal CAN priority. The described sequence inversion may also happen between two
non Tx FIFO messages (Tx Queue or dedicated Tx Buffers) that have the same CAN
identifier and that should be transmitted in the order of their buffer numbers (not the
intended use).
Effects:
In the described case it may happen that two consecutive messages from the Tx FIFO
exchange their positions in the transmit sequence.		When transmitting messages from a dedicated Tx Buffer with higher priority than the messages
in the Tx FIFO, choose one of the following workarounds:
First Workaround
Use two dedicated Tx Buffers, e.g. use Tx Buffers 4 and 5 instead of the Tx FIFO.
The pseudo-code below replaces the function that fills the Tx FIFO.
Write message to Tx Buffer 4
Transmit Loop:
* Request Tx Buffer 4 - write TXBAR.A4
* Write message to Tx Buffer 5
* Wait until transmission of Tx Buffer 4 completed - IR.TC, read TXBTO.TO4
* Request Tx Buffer 5 - write TXBAR.A5
* Write message to Tx Buffer 4
* Wait until transmission of Tx Buffer 5 completed - IR.TC, read TXBTO.TO5
Second Workaround
Assure that only one Tx FIFO element is pending for transmission at any time.
The Tx FIFO elements may be filled at any time with messages to be transmitted, but their
transmission requests are handled separately. Each time a Tx FIFO transmission has
completed and the Tx FIFO gets empty (IR.TFE = '1') the next Tx FIFO element is
requested.
Third Workaround
Use only a Tx FIFO. Send the message with the higher priority also from Tx FIFO.
Drawback: The higher priority message has to wait until the preceding messages in the Tx
FIFO have been sent.

		DAN-0043334		MCAN		MCAN: Retransmission in DAR mode due to lost arbitration at the first two identifier bits.		(MCAN#17)

When the M_CAN is configured in DAR mode (CCCR.DAR = '1') the Automatic Retransmission 
for transmitted messages that have been disturbed by an error or have lost arbitration 
is disabled. When the transmission attempt is not successful, the Tx Buffer's 
transmission request bit (TXBRP.TRPxx) shall be cleared and its cancellation finished bit 
(TXBCF.CFxx) shall be set. 
When the transmitted message loses arbitration at one of the first two identifier bits, it may 
happen, that instead of the bits of the actually transmitted Tx Buffer, the TXBRP.TRPxx 
and TXBCF.CFxx bits of the previously started Tx Buffer (or Tx Buffer 0 if there is no previous 
transmission attempt) are written (TXBRP.TRPxx = '0', TXBCF.CFxx = '1'). 
If in this case the TXBRP.TRPxx bit of the Tx Buffer that lost arbitration at the first two 
identifier bits has not been cleared, retransmission is attempted. 
When the M_CAN loses arbitration again at the immediately following retransmission, 
then actually and previously transmitted Tx Buffer are the same and this Tx Buffer's 
TXBRP.TRPxx bit is cleared and its TXBCF.CFxx bit is set. 
Scope: 
The erratum is limited to the case when the M_CAN loses arbitration at one of the first two 
transmitted identifier bits while in DAR mode. 
The problem does not occur when the transmitted message has been disturbed by an 
error. 
Effects: 
In this case it may happen, that the TXBRP.TRPxx bit is cleared after the second transmission 
attempt instead of the first. 
Additionally it may happen that the TXBRP.TRPxx bit of the previously started Tx Buffer is 
cleared, if it has been set again. As in this case the previously started Tx Buffer has lost 
M_CAN internal arbitration against the active Tx Buffer, its message has a lower identifier 
priority. It would also have lost arbitration on the CAN bus at the same position.		Cancellation process should not be performed in those cases and no SW W/A is available

		DAN-0043335		MCAN		MTTCAN : Tx FIFO message sequence inversion.		(MTTCAN#21)

Description:
Assume the case that there are two Tx FIFO messages in the output pipeline of the Tx
Message Handler. Transmission of Tx FIFO message 1 is started:
Position 1: Tx FIFO message 1 (transmission ongoing)
Position 2: Tx FIFO message 2
Position 3: --
Now a non Tx FIFO message with a higher CAN priority is requested. Due to its priority it
will be inserted into the output pipeline. The TxMH performs so called "message scans" to
keep the output pipeline up to date with the highest priority messages from the Message
RAM. After the following two message scans the output pipeline has the following content:
Position 1: Tx FIFO message 1 (transmission ongoing)
Position 2: non Tx FIFO message with higher CAN priority
Position 3: Tx FIFO message 2
If the transmission of Tx FIFO message 1 is not successful (lost arbitration or CAN bus
error) it is pushed from the output pipeline by the non Tx FIFO message with higher CAN
priority. The following scan re-inserts Tx FIFO message 1 into the output pipeline at position
3:
Position 1: non Tx FIFO message with higher CAN priority (transmission ongoing)
Position 2: Tx FIFO message 2
Position 3: Tx FIFO message 1
Now Tx FIFO message 2 is in the output pipeline in front of Tx FIFO message 1 and they
are transmitted in that order, resulting in a message sequence inversion.
Scope:
The erratum describes the case when the M_CAN uses both, dedicated Tx Buffers and a
Tx FIFO (TXBC.TFQM = '0') and the messages in the Tx FIFO do not have the highest
internal CAN priority. The described sequence inversion may also happen between two
non Tx FIFO messages (Tx Queue or dedicated Tx Buffers) that have the same CAN
identifier and that should be transmitted in the order of their buffer numbers (not the
intended use).
Effects:
In the described case it may happen that two consecutive messages from the Tx FIFO
exchange their positions in the transmit sequence.		Workaround:
When transmitting messages from a dedicated Tx Buffer with higher priority than the messages
in the Tx FIFO, choose one of the following workarounds:
First Workaround
Use two dedicated Tx Buffers, e.g. use Tx Buffers 4 and 5 instead of the Tx FIFO.
The pseudo-code below replaces the function that fills the Tx FIFO.
Write message to Tx Buffer 4
Transmit Loop:
* Request Tx Buffer 4 - write TXBAR.A4
* Write message to Tx Buffer 5
* Wait until transmission of Tx Buffer 4 completed - IR.TC, read TXBTO.TO4
* Request Tx Buffer 5 - write TXBAR.A5
* Write message to Tx Buffer 4
* Wait until transmission of Tx Buffer 5 completed - IR.TC, read TXBTO.TO5
Second Workaround
Assure that only one Tx FIFO element is pending for transmission at any time.
The Tx FIFO elements may be filled at any time with messages to be transmitted, but their
transmission requests are handled separately. Each time a Tx FIFO transmission has
completed and the Tx FIFO gets empty (IR.TFE = '1') the next Tx FIFO element is
requested.
Third Workaround
Use only a Tx FIFO. Send the message with the higher priority also from Tx FIFO.
Drawback: The higher priority message has to wait until the preceding messages in the Tx
FIFO have been sent.		 

		DAN-0043336		MCAN		MTTCAN: Retransmission in DAR mode due to lost arbitration at the first two identifier bits.		(MTTCAN#20)

Description: 
When the M_TTCAN is configured in DAR mode (CCCR.DAR = '1') the Automatic 
Retransmission for transmitted messages that have been disturbed by an error or have 
lost arbitration is disabled. When the transmission attempt is not successful, the Tx 
Buffer's transmission request bit (TXBRP.TRPxx) shall be cleared and its cancellation finished 
bit (TXBCF.CFxx) shall be set. 
When the transmitted message loses arbitration at one of the first two identifier bits, it may 
happen, that instead of the bits of the actually transmitted Tx Buffer, the TXBRP.TRPxx 
and TXBCF.CFxx bits of the previously started Tx Buffer (or Tx Buffer 0 if there is no previous 
transmission attempt) are written (TXBRP.TRPxx = '0', TXBCF.CFxx = '1'). 
If in this case the TXBRP.TRPxx bit of the Tx Buffer that lost arbitration at the first two 
identifier bits has not been cleared, retransmission is attempted. 
When the M_TTCAN loses arbitration again at the immediately following retransmission, 
then actually and previously transmitted Tx Buffer are the same and this Tx Buffer's 
TXBRP.TRPxx bit is cleared and its TXBCF.CFxx bit is set. 
Scope: 
The erratum is limited to the case when the M_TTCAN loses arbitration at one of the first 
two transmitted identifier bits while in DAR mode. 
The problem does not occur when the transmitted message has been disturbed by an 
error. 
Effects: 
In this case it may happen, that the TXBRP.TRPxx bit is cleared after the second transmission 
attempt instead of the first. 
Additionally it may happen that the TXBRP.TRPxx bit of the previously started Tx Buffer is 
cleared, if it has been set again. As in this case the previously started Tx Buffer has lost 
M_TTCAN internal arbitration against the active Tx Buffer, its message has a lower identifier 
priority. It would also have lost arbitration on the CAN bus at the same position. 
Workaround: 
None.		Cancellation process should not be performed in those cases and no SW W/A is available.		 

		DAN-0043356		MC_CGM		MC_CGM: CGM_ACx_SC registers not reset after a destructive reset event		AUX Clock Selection Control registers (CGM_ACx_SC) are not reset after that whichever destructive reset event (except POR) is arisen. As a consequence, after such reset, it could happen that some IPs used by BAF (via ME.PCTLx) have not the clock selected turned-on, causing that invalid mode configuration interrupt flag (ME_IS.ICONF_CU) is set.		Coming from a destructive reset, application should ignore the ME_IS.ICONF_CU flag setting during BAF execution. 
Note that in case of device configured for BAF bypassing, the application should initialize all the CGM_ACx_SC register in order to avoid the ME_IS.ICONF_CU flag setting.

		DAN-0043474		SARADC		SARADC: The delay programmed in ECDSDR.DSD occurs before setting the external multiplexer pins		The Decode Signals Delay (DSD) field of the  External Channel Decode Signals Delay Register (ECDSDR) is used to introduce a delay between the time the pins that control an external multiplexer connected to an analog-to-digital converter are toggled and the time the conversion actually starts, in order to give the multiplexer circuit the chance to become stable before the process begins. However, this delay is incorrectly applied before the pins that drive the external multiplexer are toggled rather then afterwards. The conversion starts immediately after these pins are toggled.		The bit field ECDSDR.DSD shall be considered reserved. The application shall take into account the time required for the external multiplexer to settle, and adjust sampling phase duration must be used. CTRn.INPSAMP shall be set to be equal to or greater than the sum of the following:

- the settling time of the external multiplexer used, i.e. the time needed after the selector signals toggle to have the multiplexer output signal becoming stable and the input pin capacitor charging within 0.01% of the final voltage;
- the ADC sample time specified in the SoC datasheet (section 3.12).

In summary: CTRn.INPSAMP = mux settling time + pad capacitor charging time + ADC sample time

		DAN-0043597		FCCU		FCCU: False alarms setting after online self-test execution of LBIST partition 0, 3, 4 or 5.		When online LBIST is executed on LBIST partition 3, the registers used to capture FCCU alarms and MEMU errors are set during LBIST execution. So some/all FCCU faults might be set. 
When online LBIST is executed on LBIST partition 0, 4 or 5, some of the FCCU faults will be set and some fake entries in MEMU can be registered.		After the online self-test execution of LBIST partition 3: 
1) Clear the MEMU "MEMU_RAM_OV" flag and "MEMU_PER_OV" flag by writing "ERR_FLAG" register in MEMU with value "0x00010001". 
2) The entries in MEMU error table in register "PERIPH_RAM_OFLWn" and "SYS_RAM_OFLWn" if present are fake entries. 
3) Clear the FCCU faults which are set. 
 
After the online self-test execution of LBIST partition 0, 4 or 5: 
1) Clear the FCCU faults which are set. 
2) The entries in MEMU error table if present are fake entries.

		DAN-0043714		[DOC] Ethernet		[doc] Ethernet: RCR is not available on SPC58*		The Section 7.7.1.1 of the RM rev2 incorrectly states that "the Ethernet interface depends on the settings of the RCR (in the Ethernet) and SIUL2_SCR0 (in the SIUL2)". Receiver Control Register is not available in the SPC58 family, as the embedded MAC controller doesn't expose this functionality.		That sentence shall be read as "the Ethernet interface depends on SIUL2_SCR0 (in the SIUL2)", and the software shall not use the RCR.

		DAN-0043946		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>

		DAN-0043994		SARADC		SARADC_10bit_STDBY: possible ADCDIG hanging during SSWU execution at STANDBY exit		During an SSWU scenario, if an external wakeup event is coming very close to ADC conversion, the ADCDIG could stuck. As a consequence, at the exit of the STANDBY, the ADCDIG status will be different from IDLE (see MSR.ADCSTATUS).		Once the device is exited from STANDBY, if the ADC status is different from IDLE, force a software reset to the ADCDIG (through RGM_PRST3.SAR_ADC_10BIT_STDBY_RST).
Please follow the procedure described in the RM chapter MC_RGM: Individual peripheral resets.		 

		DAN-0044114		JTAGM		JTAGM: JTAGM_SR[15] may not report the debugger connection		The DCI (Debug and Calibration Interface) reports if a debugger is connected by detecting the rising edge of JCOMP signal. 
If a debugger is connected, the DCI sets the flag JTAG_SR[15] to 1b (DCI_TOOL_PRESENT). The above logic works as expected if the JCOMP signal rises after the POR signal is stable. In some use cases, the JCOMP and POR signals change at the same time. Under these circumstances, the flag JTAG_SR[15] remains to 0b even if a rising edge of the JCOMP signal occurs.
As a result, if the software reads the JTAG_SR[15] it perceives that the debugger is not connected even if it is.		Don't rely on JTAGM_SR[15] to detect if a debugger is connected. 
The HSM_SR register, implemented in the HSM sub-system, reports if the debugger is enabled and active.

		DAN-0044414		STCU		STCU: Device can get stuck after execution of online MBIST		The  UTEST Miscellaneous DCF contains a flag to configure the clock of the core during the execution of the online MBIST, ie CORE_CLK_ONLINE_SELF_TEST flag.
If the users configure this flag to 1b, the application can get stuck at the exit of online MBIST.		Before triggering the execution of the online MBIST, the software must execute two sets of msync instructions before and after programming STCU.RUNSW register. 

The recommended sequence is:
msync ; 
msync ; 
RUNSW=1;  (this instruction starts the execution of the MBIST)
msync ; 
msync ; 
while (RUNSW ==1); (the software wait for the end of the MBIST).

Using this sequence the software keeps executing without any additional limitation.

		DAN-0044555		LINFlexD		LINFlexD:  in UART mode, receiver can miss counting incoming frames if framing errors are present		In the LINFlexD peripheral, the field UARTSR.DRF_RFE is used to indicate that the number of frames programmed in UARTCR.RDFL_RFC has been received, when the peripheral is operated in UART mode and UART receiver hardware is in buffer mode (UARTCR.RFBM = 0).
Under such conditions, the RM states that UARTSR.DRF_RFE flag is set as soon as the last programmed frame is received, irrespective of framing, parity or overrun errors.

However, when the number of programmed STOP bits is 2 or 3 (UARTCR.SBUR = 01b or 10b), incoming frames showing specific erroneous stop bit patterns are missed in the count and their content is not transferred to the Buffer Data Register (BDRL/BDRM), contrary to the expected behavior to have all incoming frames with stop bit errors counted and copied to BDRx. For such frames, the UARTSR.FEF field is still properly generated.

Therefore, the DRF_RFE flag can remain unset at the end of data reception, even if all the frames have been transmitted.

Frames with other stop bit patterns (which can still be incorrect from a protocol standpoint, leading to a UARTSR.FEF indication) do not cause such abnormal behavior, instead.

When the UART receiver is configured in FIFO mode, the UART receiver behaves in a similar fashion, but in this case, UARTSR.DRF_RFE only indicates whether the buffer FIFO is empty. The peripheral still detects the erroneous frames by setting UARTSR.FEF, but it does not account for their reception for updating UARTSR.DRF_RFE and the Buffer Data FIFO. Therefore UARTSR.DRF_RFE is cleared only when receiving the first non-erroneous frame, and the erroneous frames will not reach the Buffer Data FIFO.		When the number of programmed STOP bits is 2 or 3, software should monitor the UARTSR.FEF flag along with UARTSR.DRF_RFE to monitor data reception.
If the FEF flag is set, information both in the DRF_RFE flag and the Buffer Data Register (BRDL/BDRM) shall be considered unreliable, in accordance to the description.		 

		DAN-0045137		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>

		DAN-0046771		MEMU		MEMU: multiple entries reported in case of decorated access to SRAM/DMEM/IMEM		Any ECC errors in SRAM/DMEM/IMEM memory detected while performing decorated load instructions SWAP and LAS1 will be reported as two entries in the MEMU in the System RAM reporting table.
The syndrome reported to MEMU in both cases is different. The syndrome for the first entry (i.e. the one filed first to MEMU) is erroneous and should not be used.		The application should check the MEMU System RAM reporting table after the decorated load instruction has been completed by the core. In case of ECC error, there will be normally two new entries reported to MEMU for the accessed address. In this case, the application should use the last updated entry to identify the position of the faulty bit.
However, if an entry for the same address with valid syndrome is already present in the System RAM reporting table prior to executing the decorated load instruction, then only a single entry will be added, with erroneous syndrome. In this scenario, the additional entry should be discarded.		 

		DAN-0046892		GTM		TOM/ATOM: wrong output behaviour in SOMP oneshot mode when pulse is triggered by trig_[x-1]		(GTM-IP-299) 
 
In the Generic Timer Module (GTM), if a Timer Output Module (TOM) channel x or a ARU-connected TOM (ATOM) channel x in SOMP mode is configured in oneshot mode and the oneshot trigger source is the (A)TOM[i] trigger signal TRIG_[x-1] of the preceding channel [x-1], then the output signal is set immediately to the level defined by the Signal Level (SL) bit of the channel control register ((A)TOM[i]_CH[x]_CTRL) and not as expected after a delay of the first initial period (counter CN0 is set to zero and then counts until compare value 0 (CM0)). The first initial period is not executed.		Use the up/down counter mode (bit UDMODE != 0 in the channel control register (A)TOM[i]_CH[x]_CTRL). 
Take into account that in up/down counter mode, the oneshot cycle ends when the counter CN0 counts down and reaches the value zero. A second trigger of the trigger chain trig_[x-1] occurring during the CN0 up counting phase will be ignored, while a second trigger during the CN0 down counting phase will trigger the next oneshot cycle which will be executed directly afterwards without the initial period.		 

		DAN-0046893		GTM		GTM: DPLL Change to forward operation when DPLL_THMI equals zero does not work correctly		(GTM-IP-300) 
 
In the Digital PLL Module (DPLL) of the Generic Timer Module (GTM), if the input direction detection is done from the TRIGGER input signal, and if the Trigger Hold time Minimum value (field THMI of the memory location DPLL_THMI) is set to 0, then the DPLL direction does not change to forward. The current status of the direction, see flag Backwards drive of SUB_INC1 (BWD1) of DPLL Status register (DPLL_STATUS), is hold that means in case of BWD1=0 the direction will stay in forward (BWD1=0), in case of BWD1=1 the direction stays at backward (BWD1=1). 
 
Note: to set the direction detection on TRIGGER signal, the following configuration must be done in the DPLL Control 1 register (DPLL_CTRL_1): 
* bit Input direction detection strategy in the case of SMC=0 (IDDS) is cleared (DPLL_CTRL_1.IDDS=0), meaning input direction is detected comparing the THMI value with the duration between active and inactive slope of the TRIGGER signal 
* bit Synchronous Motor Control (SMC) is cleared (DPLL_CTRL_1.SMC=0)		Option 1, keeping DPLL_CTRL_1.IDDS=0 
If the DPLL is operating in forward direction (BWD1=0) the direction can be kept by setting DPLL_THMI=0. If the DPLL is operating in backward direction the direction can be switched to forward by setting the DPLL_THMI value to the biggest possible value, i.e. DPLL_THMI=0x00FFFF. 
 
Option 2, use a different mechanism of direction control with DPLL_CTRL_1.IDDS=1 
In this case the input direction is detected using TRIGGER Direction (T_DIR) input signal. In the TIM0 input Mapping module (MAP), ensure that TIM0 channel 6 input (TIM0_IN6) is used as T_DIR signal by clearing the TRIGGER signal output select bit (TSEL) of the MAP Control register (MAP_CTRL) [MAP_CTRL.TSEL=0] 
 
In both cases the direction evaluation is done with the inactive edge of the TRIGGER input signal. The TRIGGER input signal must be active even in emergency mode to handle the direction changes correctly. 
If the TRIGGER input signal is not in a usable condition the necessary input signal sequence can be generated by a direct modification of the input signal of TIM0_CH0 with the use of TIM[0]_IN_SRC.MODE_0/VAL_0 and TIM[0]_CH[0]_ECTRL.USE_LUT		 

		DAN-0046894		GTM		GTM: Reset of DPLL_STATUS.BWD1=1 by disabling the DPLL does not cause the direction to change from backward to forward		(GTM-IP-301) 
 
In the Generic Timer Module (GTM), the Digital PLL Module (DPLL) internal direction keeps its value while the bit Backwards drive of SUB_INC1 (BWD1) of DPLL Status register (DPLL_STATUS), i.e. the current status of the direction, is reflecting it's reset value during a toggle sequence (1->0->1) of the DPLL enable bit (DEN) of the DPLL Control register 1 (DPLL_CTRL_1). After the DEN bit toggle sequence, the BWD1 bit returns to the state of the current internal direction when the next active STATE input signal arrives. 
This incorrect behavior occurs when the following conditions are met: 
* DPLL is operating in normal mode (DPLL_CTRL_0.RMO=0, DPLL_CTRL_1.SMC=0) 
* and the direction of the trigger signal is evaluated in the mode DPLL_CTRL_1.IDDS=0 (input direction is detected comparing the THMI value with the duration between active and inactive slope of TRIGGER) 
* a direction change happens on the trigger signal which is not plausible (the direction change happens due to e.g. a disturbed signal), the direction change performed by the DPLL should be removed by disabling then re-enabling the DPLL with the DPLL Enable bit (DEN) of the DPLL Control register 0 (DPLL_CTRL_1.DEN = 1->0->1) 
* the DPLL has not received an active input signal on the STATE input, meaning the bit First STATE detected (FSD) is zero (DPLL_STATUS.FSD=0) before the DPLL is disabled and switched to emergency mode (DPLL_CTRL_1.RMO=1). 
 
The issue does not occur if the DPLL is in the status of DPLL_STATUS.FSD=1 or if the DPLL is not switched to emergency mode (DPLL_CTRL_1.RMO=0) after the DPLL has been disabled/enabled.		Option 1:  
 Add an additional input signal (active edge followed by inactive edge while not exceeding the THMI limit) to the trigger input which switches the DPLL back to forward direction. 
 
 Option 2:  
  Switch to the direction control mode DPLL_CTRL_1.IDDS=1, meaning the input direction is detected using TDIR input signal, and configure TIM0 channel 6 (TIM0_IN6) as TDIR signal by clearing the TRIGGER signal output select (TSEL) bit of the TIM0 Input Mapping Module (MAP) control register (MAP_CTRL.TSEL=0). The direction is then controlled by setting the GTM input signal TIM0_IN6, foe exemple zero for forward direction.  and to control the direction by setting the GTM input signal TIM0_IN6 to e.g. zero (forward direction). 
  For combustion engine operation and MAP_CTRL.TSEL=0 the TDIR/SDIR signals can be used to control the direction with the TIM0_IN6 input signal. This TIM0_IN6 signal must be set directly on the GTM input pin via the I/O Pin Multiplexed Signal Configuration Registers (MSCR_IOn) of the System Integration Unit Lite2 (SIUL2). This mechanism is bound to the resource of the TIM0_IN6 input channel.		 

		DAN-0046895		GTM		GTM: MCS Single Prioritization and Multiple Prioritization scheduling modes are not functional		(GTM-IP-304) 
 
In the Generic Timer Module (GTM), if an instance of the Multi Channel Sequencer (MCS) is configured with the Single or Multiple Prioritization Scheduling mode and the last non-suspended and prioritized MCS channel (CLP) is entering its suspended state (which means that the MCS starts scheduling the remaining non-prioritized channels with accelerated scheduling scheme) and if the suspended state of CLP is resumed five clock cycles after it was entering the suspended state, the MCS channel CLP is not executing the instruction that is following the suspending instruction.		Add an additional NOP instruction after all suspending instructions (WURM, WURMX, WURCX, WUCE, ARD, ARDI, NARD, NARDI, AWR, AWRI, BRD, BRDI, BWR and BWRI) in a prioritized MCS program.		 

		DAN-0046897		GTM		GTM: internal signal TSSM_OUT generated by TIM channels in serial shift mode (TSSM) shows unpredictable delay when used by next TIM channel		(GTM-IP-305) 
 
When operating a Timer Input Module (TIM) channel of the GTM (Generic Timer Module) in serial shift mode (TSSM), an internal signal (TSSM_OUT) can be made available for use by the next TIM channel. 
If TIM channel x operates in TSSM mode and TSSM_OUT signal generation is active with CNTS[21:20]!=0b00 and TIM channel x+1 uses such signal from FOUT_PREV(x+1): 
 
a) for channel measurements, with TIM[i]_CH[x+1]_ECTRL.USE_PREV_CH_IN=1 
or 
b) inside the Timeout Detection Unit (TDU), with TIM[i]_CH[x+1]_ECTRL.USE_PREV_TDU_IN=1 
 
then the actions in TDU or channel measurement triggered by edges on FOUT_PREV(x+1) can occur with unpredictable delay (delay correlates to shift clock in channel x).		The signal edge information from TIM channel x (as present in FOUT_PREV[x+1]) can be reconstructed properly if it is routed via the lookup table (LUT) in the INPUTSRC unit inside TIM channel x+1 and is made available for use on F_OUT[x+1]. 
To achieve this, use the following settings: 
TIM[i]_CH[x+1]_ECTRL.USE_LUT=b10; 
TIM[i]_CH[x+1]_TDUC.TO_CNT2=0xF0; 
TIM[i]_CH[x+1]_ECTRL.USE_PREV_CH_IN=0; 
TIM[i]_CH[x+1]_ECTRL.USE_PREV_TDU_IN=0.		 

		DAN-0046898		GTM		GTM: DPLL_NUTC.SYN_T_OLD, DPLL_NUSC.SYN_S_OLD not updated according to specification		(GTM-IP-306) 
 
In the Digital PLL Module (DPLL) of the Generic Timer Module (GTM), when the write control bit for SYN_T and SYN_T_OLD (WSYN) of the Number of Recent TRIGGER Events used for Calculations register (DPLL_NUTC) is set (DPLL_NUTC.WSYN=1), the bitfield SYN_T_OLD (number of real and virtual events to be considered for the last increment) is updated with the corresponding bits of the write operation executed by the CPU instead of getting the previous value of DPLL_NUTC.SYN_T bitfield (number of real and virtual events to be considered for the current increment). 
 
The same incorrect behavior applies for STATE. The corresponding registers and bit are: 
* Number of Recent STATE Events used for Calculations register (DPLL_NUSC) 
* number of real and virtual events to be considered for the current increment (SYN_S) 
* number of real and virtual events to be considered for the last increment (SYN_S_OLD) 
* Write control bit for SYN_S and SYN_S_OLD (WSYN) in DPLL_NUSC register 
Meaning when DPLL_NUSC.WSYN=1, DPLL_NUSC.SYN_S_OLD is not updated with the previous value of DPLL_NUSC.SYN_S but with the corresponding bits of the write operation executed by the CPU.		If the update of SYN_T_OLD / SYN_S_OLD shall be done like described in the specification the register DPLL_NU(T/S)C.SYN_(T/S) must be read first, then the DPLL_NU(T/S)C.SYN_(T/S) can be used to modify the bits which are written to DPLL_NU(T/S)C.SYN_(T/S)_OLD. 
 
Note: As the current behaviour of DPLL_NU(T/S)C.SYN_(T/S)_OLD is in use, and can be advantageous for certain applications, there is no intend to change the current hardware behaviour at this point in time. Instead a specification update to align the specification with the current hardware behaviour is planned for future GTM generations.		 

		DAN-0046899		GTM		GTM: Back-to-back TIM data transfers at full ARU clock rate cannot be transferred correctly with ARU dynamic routing mode		(GTM-IP-308)
In the Timer Input Module (TIM) of the Generic Timer Module (GTM), in the following conditions:
 * the input signal of a TIM channel changes (level transition) faster or equal than the Advanced Routing Unit (ARU) clock rate
 * the TIM channel results are routed via the ARU
 * the ARU is configured in dynamic routing mode
Then data loss may occur and only each second data can be transferred.		Do not use the dynamic routing feature of ARU in the manner that the same ARU address (CADDR counter) is served for multiple cycles with back-to-back data transfers.
Ensure that every ARU clock cycle the CADDR address will change.		 

		DAN-0046900		GTM		GTM: internal signal TSSM_OUT generated by a TIM channel in serial shift mode (TSSM) shows unpredictable delay when internally rerouted via lookup table		(GTM-IP-309) 
 
When a Timer Input Module (TIM) channel is configured in serial shift mode (TSSM) inside the Generic Timer Module (GTM), a signal from internal shift register (TSSM_OUT) can be selected for external processing by setting TIM[i]_CH[x]_CNTS[21:20] != 0b00 and selected by the input source block (INPUTSRC) within the same TIM channel, by configuring its lookup table setting bitfield USE_LUT in TIM[i]_CH[x]_ECTRL to 0b11. 
When such configuration is in use, results of lookup table function will behave unpredictably, due to varying delay on input of TSSM_OUT. Delay correlates to shift clock inside the TIM channel.		Use the lookup table of INPUTSRC module of TIM channel x+1. The TSSM_OUT signal of channel x which is routed via FOUT_NEXT(x) to channel x+1 can be used with USE_LUT(x+1)=0b10.		 

		DAN-0046901		GTM		GTM: Aborting an AEI access to the GTM when bridge buffer is full results in an unexpected behaviour		(GTM-IP-312)
In the Generic Timer Module (GTM), if the generic bus interface (AEI) bridge is configured with the bit Mask write response (MSK_WR_RSP) set in the Bridge Mode register (GTM_BRIDGE_MODE), i.e.  GTM_BRIDGE_MODE.MSK_WR_RSP = 1,  the interface operates with the transaction buffer and continuous accesses can fill up the transaction buffer. If the buffer is filled (aei_free_buffer_cnt=0) and a new access is performed it will be pending until aei_free_buffer_cnt /= 0. The AEI standard protocol allows to abort an access by aei_sel=0. If this is done while aei_free_buffer_cnt=0 the condition for the unexpected behaviour is valid.		Ensure that an access will never be aborted when AEI buffer is full (aei_free_buffer_cnt=0).		 

		DAN-0046902		GTM		GTM: GTM software reset causing system crash if cluster 0 is disabled		(GTM-IP-316) 
 
The Generic Timer Module (GTM) can be reset via software by writing 1 to bitfield RST in the GTM_RST register. 
However, if cluster 0 is disabled, setting the GTM_RST.RST to 1 will cause a full system crash.		Cluster 0 needs to be enabled before issuing a GTM reset via software.		 

		DAN-0046903		GTM		GTM: MCS NARD, NARDI instructions terminates unexpectedly		(GTM-IP-318) 
 
In the Generic Timer Module (GTM), when the cluster i runs without clock divider,  then execution of the Non-Blocking ARU Read (NARD) or Non-Blocking ARU Read Indirect (NARDI) instructions in the Multi Channel Sequencer (MCS) might signalize an unsuccessful data transfer (Successful ARU transfer bit (SAT) of internal MCS STATUS register (STA) is cleared [STA.SAT=0]) although the data source has some data available for sending. The unexpected behavior depends on the current state of the internal ARU counter. 
 
Note: cluster i runs without clock  divider when bit field Cluster i Clock Divider (CLSi_CLK_DIV) of the Cluster Clock Configuration register (GTM_CLS_CLK_CFG) is set to 1 (GTM_CLS_CLK_CFG.CLSi_CLK_DIV=0b01)		Typical applications that are polling data sources with the NARD or NARDI instruction do not have to concern about this errata since the polling loop just requires more iterations.		 

		DAN-0046904		GTM		GTM: unexpected (A)TOM_CCU1TCx_IRQ interrupts in (A)TOM configured in up/down counter mode		(GTM-IP-319) 
 
Channels available in the Timer Output Modules (TOM) or ARU-connected Timer Output Modules (ATOM) inside the Generic Timer Module (GTM) can be configured to trigger an interrupt when specific conditions are met by their internal counters: 
- TOM_CCU0TCx_IRQ/TOM_CCU1TCx_IRQ for TOM; 
- ATOM_CCU0TCx_IRQ/ATOM_CCU1TCx_IRQ for ATOM. 
 
If a TOM/ATOM channel x is configured in up-down counter mode (bitfield UDMODE in register (A)TOM[i]_CH[x]_CTRL set to 0b01, 0b11 or 0b11) and the interrupt (A)TOM_CCU1TCx_IRQ is enabled (bitfield CCU1TC_IRQ_EN in register (A)TOM[i]_CH[x]_IRQ_EN is set), the interrupt signal (A)TOM_CCU1TCx_IRQ will be set unexpectedly after the interrupt (A)TOM_CCU0TCx_IRQ is set and indicates that the counter (A)TOM[i]_CH[x]_CN0 reaches (A)TOM[i]_CH[x]_CM0. The (A)TOM_CCU1TCx_IRQ is still generated as expected for its own triggering conditions.		If the (A)TOM_CCU1TCx_IRQ interrupt is required, unexpected occurrence can be avoided by: 
- disabling the (A)TOM_CCU1TCx_IRQ interrupt upon its first (correct) occurrence; 
- enabling it again within the interrupt service routine for (A)TOM_CCU0TCx_IRQ, which needs to be enabled for the purpose.		 

		DAN-0046905		GTM		GTM: ATOM channel unexpectedly restarting a SOMS one-shot cycle while ATOM[i]_CH[x]_CM0 is zero		(GTM-IP-320) 
 
In the Generic Timer Module (GTM), if an ARU-connected Timer Output Module (ATOM) channel is configured as Signal Output Mode Serial (SOMS) in oneshot mode (bitfield MODE set to 0b11 and bitfield OSM set in register ATOM[i]_CH[x]_CTRL) a one-shot cycle is started immediately by writing a non-zero value to the ATOM[i]_CH[x]_SR0 register while the value of the ATOM[i]_CH[x]_CM0 register is zero.		Avoid value 0 in register ATOM[i]_CH[x]_CM0 if SOMS one-shot mode is enabled (bitfield OSM in register ATOM[i]_CH[x]_CTRL).		 

		DAN-0046906		GTM		GTM: GTM_BRIDGE_MODE write access control not functional if cluster 0 is disabled		(GTM-IP-321) 
 
In the Generic Timer Module (GTM), write access to the GTM generic bus bridge configuration register GTM_BRIDGE_MODE can be controlled via the BRIDGE_MODE_WRDIS bitfield inside the GTM_RST register. 
However, if cluster 0 is disabled, the value of the bitfield cannot be changed by a software write.		Enable cluster 0 before changing the BRIDGE_MODE_WRDIS bitfield in GTM_RST in order to lock/unlock write access to GTM_BRIDGE_MODE.		 

		DAN-0046907		GTM		GTM: DPLL PSTC, PSSC not updated correctly after fast pulse correction completed		(GTM-IP-322)

In the Digital PLL Module (DPLL) of the Generic Timer Module (GTM), if additional pulses are requested (i.e. pulse correction operation is performed) with the following configuration in the DPLL Control register 11 (DPLL_CTRL_11): 
* bit Pulse correction mode fast for INC_CNT1/2 (PCMF1 / PCMF2) is set (DPLL_CTRL_11.PCMF1/2=1) 
* and bit no increment of INC_CNT1/2 when PCMF1/2 active (PCMF1/2_INCCNT_B) is clear (DPLL_CTRL_11.PCMF1/2_INCCNT_B=0) 
Then the Accurate calculated position stamp of last TRIGGER/STATE input (PSTC/PSSC) parameters as well as the target number of TRIGGER/STATE pulses (NMB_T_TAR/NMB_S_TAR) values are not updated correctly: either the amount of additional pulses (MPVAL1/2) are not incremented or NMB_T/S_TAR is set to a wrong value. 
 
Note: incorrect PSTC/PSSC values are ending up in wrong Number of TRIGGER/STATE increments to ACTION i (NA[i]) parameters. These wrong NA[i] values are leading to incorrect position minus time (PMT) calculations.		Use the following sequence to request a pulse correction: 
1) Read value of NMB_T/S_TAR before pulse correction is started. 
2) Wait until pulse correction is executed by monitoring the bit Pulse Correction Mode for SUB_INC1/2 (PCM1/2) in the DPLL_CTRL_1 register. 
3) Read value of NMB_T/S_TAR again and check if correct. If incorrect overwrite with corrected value. 
Alternatively overwrite with correct value without checking. 
After next following active input signal the PSTC/PSSC values are correct.		 

		DAN-0046908		GTM		GTM: DPLL_NUTC.SYN_T and DPLL_NUSC.SYN_S values are updated by the profile before the DPLL is synchronized		(GTM-IP-323) 
 
In the Digital PLL Module (DPLL) of Generic Timer Module (GTM), the bit field number of real and virtual events to be considered for the current TRIGGER/STATE increment (SYN_T/SYN_S) of the Number of Recent TRIGGER/STATE Events used for Calculations register (DPLL_NUTC/DPLL_NUSC), as well as the corresponding *_OLD bit fields, are updated unexpectedly by the profile (ADT_T.NT/ADT_S.NS) before the DPLL is synchronized (DPLL_STATUS.SYT/S=0). 
This behavior has no impact on the calculation of the number of TRIGGER/STATE pulses to be sent (NMB_T/NMB_S) due to the fact that the correct value of SYN_T/S for the internal use is determined by the bit Synchronization condition of TRIGGER/STATE (SYT/SYS) of the DPLL STATUS register (DPLL_STATUS.SYT / DPLL_STATUS.SYS). The microtick generation of the DPLL is also not affected. 
This incorrect behavior is only relevant if the SYN_T/S values are read from other consumers than the DPLL.		When DPLL_NUTC.SYN_T/_OLD, DPLL_NUSC_SYN_S/_OLD values are needed outside the DPLL it must be checked that the DPLL is already synchronized (DPLL_STATUS.SYT/SYS). When the relevant DPLL channel (TRIGGER/STATE) is not synchronized yet the SYN_T/S values should be taken into account as "1".		 

		DAN-0046909		GTM		GTM: GTM_HALT_ACTIVE signal incorrect		(GTM-IP-324)
In the Generic Timer Module (GTM), a write access to the GTM Reset register (GTM_RST) while the GTM_HALT_REQ signal is active and the cluster 0 is disabled, will result in an immediate reset of the GTM. The expected behavior is for the reset to occur after the GTM_HALT_REQ goes inactive.

This is a debug scenario only and not related to functional usage of the GTM: GTM_HALT_REQ is a signal used to freeze the GTM under debug.		Enable cluster 0 before setting of GTM_HALT_REQ.		 

		DAN-0046910		GTM		GTM: ARU bit ACB[0] (signal level) from TIM capture incorrect in case a second ARU request occurs while the actual request is just acknowledged		(GTM-IP-326) 
 
In the Generic Timer Module (GTM), input capture events by Timer Input Module (TIM) channels can be made available via the Advanced Routing Unit (ARU) for further processing by other GTM submodules. ARU write requests issued by all the connected submodules (including those generated by TIM channel for capture events) are served in a round-robin fashion, with a defined round trip time. 
If a new capture event occurs one aei_sys_clk clock before the ARU write request for the previous capture event is acknowledged (e.g.  overflow condition due to input change), the new value for the signal level captured by the TIM channel (normally reported in the bit ACB[0]) will not be shown.  
The overflow bit ACB[1] and the ARU data words selected by (E)GPRy_SEL still report correct data; only the ACB[0] bit will show the previous state.		Use one of the following workarounds:  
1) ensure that the time between input capture events triggering an ARU request is longer than the ARU round trip time; 
2) use the signal level information embedded in the ARU data words (selectable by ECNT/TIM_INP_VAL) to determine the correct signal level.		 

		DAN-0046911		GTM		TOM/ATOM: wrong output behaviour in SOMP oneshot mode when pulse is triggered by TIM_EXT_CAPTURE(x)		(GTM-IP-298) 
 
In the Generic Timer Module (GTM), if a Timer Output Module (TOM) channel or a ARU-connected TOM (ATOM) channel in SOMP mode is configured in oneshot mode with external trigger mode by a TIM_EXT_CAPTURE(x) signal, then the output behavior is not as expected. Moreover the output behavior changes depending on the selected Clock Management Unit (CMU) clock. 
1. If the selected CMU clock source is configured to the full GTM system clock, i.e. divider equals 1, the initial oneshot period (counter CN0 is set to zero and then counts until compare value 0 (CM0)) is not executed and the output is immediately set to the level defined by the bit Signal Level (SL) and not as expected after the first period. 
2. If the selected CMU clock source is configured lower than the full GTM system clock, i.e. divider strictly greater than 1, then an initial period is executed but the output is set immediately to SL and not at the start of the second oneshot period.		Use the up/down counter mode (bit UDMODE != 0 in the channel control register (A)TOM[i]_CH[x]_CTRL). 
Take into account that in up/down counter mode, the oneshot cycle ends when the counter CN0 counts down and reaches the value zero. A second trigger of TIM_EXT_CAPTURE(x) occurring during the CN0 up counting phase will be ignored, while a second trigger during the CN0 down counting phase will trigger the next oneshot cycle which will be executed directly afterwards without the initial period.		 

		DAN-0046912		DEBUG		DEBUG: Debug signals GTM_DBG_ARU_DATAi_val are not a one fast clock high level pulse		(GTM-IP-296) 
 
1.) Depending on the clock configuration of cluster 0 (see bitfield CLS0_CLK_DIV in the register GTM_CLS_CLK_CFG) the length of the ARU debug signal GTM_DBG_ARU_DATAi_val can be one or two cycle related to the fast input clock. If the clock divider of cluster 0 is configured to two (GTM_CLS_CLK_CFG[CLS0_CLK_DIV] = 0b10), the signal GTM_DBG_ARU_DATAi_val is a one cycle high level pulse related to the fast input clock. If the clock divider of cluster 0 is configured to one (GTM_CLS_CLK_CFG[CLS0_CLK_DIV] = 0b01), the signal GTM_DBG_ARU_DATAi_val is a two cycle high level pulse related to the fast input clock. 
2.) If ARU dynamic routing feature is in use, it could happen that a ARU CADDR is hold stable over two or more ARU clock cycles. If a valid debug information is presented on the debug bus at this point in time, the debug signal GTM_DBG_ARU_DATAi_val could be active for two clock cycles of the slow clock, while only one data transfer is executed internally.		1.) Do not strobe the debug signal GTM_DBG_ARU_DATAi_val generated from slow cluster clock with the fast clock but with the by two divided fast clock. 
2.) Independently of the length from GTM_DBG_ARU_DATAi_val, the high level of this signal always signalize exactly one valid debug pattern on the debug bus. Back-to-back transfers of debug data on the debug bus is not possible. 
Before the next debug pattern is presented on the debug bus, GTM_DBG_ARU_DATAi_val will drop to low level. The debug data should therefore only be captured on the raising edge of GTM_DBG_ARU_DATAi_val and not every cycle GTM_DBG_ARU_DATAi_val is active.		 

		DAN-0047003		GTM		GTM: MCS memory access is restricted in borrow mode		In MCS borrow mode, if more than 16KB of memory is required to be used, the host won't be able to initialize MCS memory beyond 16KB, since only 16KB slot is assigned and extended slot has been implemented as reserved.		If more than 16KB of memory are required for an MCS use case, place the data within the 16KB allocated to the corresponding MCS, initialize the code in the extended region in default mode, and then switch to borrow mode.

		DAN-0047977		MCAN		MCAN: Unexpected High Priority Message (HPM) interrupt.		(MCAN#19)

There are two configurations where the issue occurs: 
 
Configuration A: 
• At least one Standard Message ID Filter Element is configured with priority flag set (S0.SFEC = "100"/"101"/"110") 
• No Extended Message ID Filter Element configured 
• Non-matching extended frames are accepted (GFC.ANFE = "00"/"01") 
The HPM interrupt flag IR.HPM is set erroneously on reception of a non-high-priority extended message under the following conditions: 
1) A standard HPM frame is received, and accepted by a filter with priority flag set 
--> Interrupt flag IR.HPM is set as expected 
2) Next an extended frame is received and accepted because of GFC.ANFE configuration 
--> Interrupt flag IR.HPM is set erroneously 
 
Configuration B: 
• At least one Extended Message ID Filter Element is configured with priority flag set (F0.EFEC = "100"/"101"/"110") 
• No Standard Message ID Filter Element configured 
• Non-matching standard frames are accepted (GFC.ANFS = "00"/"01") 
The HPM interrupt flag IR.HPM is set erroneously on reception of a non-high-priority standard message under the following conditions: 
1) An extended HPM frame is received, and accepted by a filter with priority flag set 
--> Interrupt flag IR.HPM is set as expected 
2) Next a standard frame is received and accepted because of GFC.ANFS configuration 
--> Interrupt flag IR.HPM is set erroneously 
 
Scope: 
The erratum is limited to: 
 
Configuration A: 
No Extended Message ID Filter Element configured and non-matching extended frames are accepted due to Global Filter Configuration (GFC.ANFE = "00"/"01"). 
 
Configuration B: 
No Standard Message ID Filter Element configured and non-matching standard frames are accepted due to Global Filter Configuration (GFC.ANFS = "00"/"01"). 
 
Effects: 
Interrupt flag IR.HPM is set erroneously at the reception of a frame with: 
Configuration A: extended message ID 
Configuration B: standard message ID		Configuration A:

Setup an Extended Message ID Filter Element with the following configuration:
• F0.EFEC = "001"/"010" - select Rx FIFO for storage of extended frames
• F0.EFID1 = any value - value not relevant as all ID bits are masked out by F1.EFID2
• F1.EFT = "10" - classic filter, F0.EFID1 = filter, F1.EFID2 = mask
• F1.EFID2 = zero - all bits of the received extended ID are masked out

Now all extended frames are stored in Rx FIFO 0 respectively Rx FIFO 1 depending on the configuration of F0.EFEC.


Configuration B:

Setup an Standard Message ID Filter Element with the following configuration:
• S0.SFEC = "001"/"010" - select Rx FIFO for storage of standard frames
• S0.SFID1 = any value - value not relevant as all ID bits are masked out by S0.SFID2
• S0.SFT = "10" - classic filter, S0.SFID1 = filter, S0.SFID2 = mask
• S0.SFID2 = zero - all bits of the received standard ID are masked out

Now all standard frames are stored in Rx FIFO 0 respectively Rx FIFO 1 depending on the configuration of S0.SFEC.

		DAN-0047979		MCAN		MCAN: Message transmitted with wrong arbitration and control fields.		(MCAN#20)

Description: 
Under the following conditions a message with wrong ID, format, and DLC is transmitted: 
• M_CAN is in state "Receiver" (PSR.ACT = "10"), no pending transmission 
• A new transmission is requested before the 3rd bit of Intermission is reached 
• The CAN bus is sampled dominant at the third bit of Intermission which is treated as SoF (see ISO11898-1:2015 Section 10.4.2.2)  
 
Under the conditions listed above it may happen, that: 
• The shift register is not loaded with ID, format, and DLC of the requested message 
• The M_CAN will start arbitration with wrong ID, format, and DLC on the next bit 
• In case the ID wins arbitration, a CAN message with valid CRC is transmitted 
• In case this message is acknowledged, the ID stored in the Tx Event FIFO is the ID of the requested Tx message and not the ID of the message transmitted on the CAN bus, no error is detected by the transmitting M_CAN 
 
Scope: 
The erratum is limited to the case when M_CAN is in state "Receiver" (PSR.ACT = "10") with no pending transmission (no TXBRP bit set) and a new transmission is requested before the 3rd bit of Intermission is reached and this 3rd bit of intermission is seen dominant. 
When a transmission is requested by the CPU by writing to TXBAR, the Tx Message Handler performs an internal arbitration and loads the pending transmit message with the highest priority into its output buffer and then sets the transmission request for the CAN Protocol Controller. The problem occurs only when the transmission request for the CAN Protocol Controller is activated in the critical time window between the sample points of the 2nd and 3rd bit of Intermission and if that 3rd bit of intermission is seen dominant.  
 
This dominant level at the 3rd bit of Intermission may result from an external disturbance or may be transmitted by another node with a significantly faster clock. 
 
Effects: 
In the described case it may happen that the shift register is not loaded with arbitration and control field of the message to be transmitted. The frame is transmitted with wrong ID, format, and DLC but with the data field of the requested message. The message is transmitted in correct CAN (FD) frame format with a valid CRC. 
 
If the message loses arbitration or is disturbed by an error, it is retransmitted with correct arbitration and control fields.		Workaround 1 
Request a new transmission only if another transmission is already pending or when the M_CAN is not in state "Receiver" (when PSR.ACT ≠ "10"). To avoid activating the transmission request in the critical time window between the sample points of the 2nd and 3rd bit of Intermission, the application software can evaluate the Rx Interrupt flags IR.DRX, IR.RF0N, IR.RF1N which are set at the last bit of EoF when a received and accepted message gets valid. The last bit of EoF is followed by three bits of Intermission. Therefore the critical time window has safely terminated three bit times after the Rx interrupt. Now a transmission may be requested by writing to TXBAR. After the interrupt, the application has to take care that the transmission request for the CAN Protocol Controller is activated before the critical window of the following reception is reached. 
 
Workaround 2 
A checksum covering arbitration and control fields can be added to the data field of the message to be transmitted, to detect frames transmitted with wrong arbitration and control fields. 
 
Workaround 3 
If a transmission is to be requested while no other transmission request is already pending and the CAN bus is not idle, set the CCCR.INIT bit (which stops the CAN protocol controller), set the transmission request and finally clear the CCCR.INIT bit. The message currently being received when CCCR.INIT is set will be lost, but no errors (or error frames) will be generated and the CAN protocol controller will re-integrate into the CAN communication immediately at the 11 recessive bits of the next End-of-Frame & Intermission (or Idle) and will receive (or transmit) the following message. 
 
Workaround 4 
It is also possible to keep the number of pending transmissions always at >0 by frequently requesting a message, then the condition "no pending transmission" is never met. The frequently requested message may be given a low priority, losing arbitration to all other messages.

		DAN-0047983		MCAN		MTTCAN : Interrupt flag IR.ARA not set when accessing reserved addresses 0x144 to 0x1FF.		(MTTCAN#22)

In case the application software accesses one of the reserved addresses in the address range from 0x144 to 0x1FF (read or write access), interrupt flag IR.ARA is not set to signal this unexpected access. There is no interrupt signaled. 
 
Scope: 
The erratum is limited to the case where the Host CPU erroneously accesses the reserved registers in the address range from 0x144 to 0x1FF. 
 
Effects: 
In this case interrupt flag IR.ARA is not set, no interrupt is generated.		None		 

		DAN-0047984		MCAN		MTTCAN: Unexpected High Priority Message (HPM) interrupt.		(MTTCAN#23)

There are two configurations where the issue occurs: 
 
Configuration A: 
• At least one Standard Message ID Filter Element is configured with priority flag set (S0.SFEC = "100"/"101"/"110") 
• No Extended Message ID Filter Element configured 
• Non-matching extended frames are accepted (GFC.ANFE = "00"/"01") 
 
The HPM interrupt flag IR.HPM is set erroneously on reception of a non-high-priority extended message under the following conditions: 
 
1) A standard HPM frame is received, and accepted by a filter with priority flag set 
--> Interrupt flag IR.HPM is set as expected 
2) Next an extended frame is received and accepted because of GFC.ANFE configuration 
--> Interrupt flag IR.HPM is set erroneously 
 
Configuration B: 
• At least one Extended Message ID Filter Element is configured with priority flag set (F0.EFEC = "100"/"101"/"110") 
• No Standard Message ID Filter Element configured 
• Non-matching standard frames are accepted (GFC.ANFS = "00"/"01") 
 
The HPM interrupt flag IR.HPM is set erroneously on reception of a non-high-priority standard message under the following conditions: 
 
1) An extended HPM frame is received, and accepted by a filter with priority flag set 
--> Interrupt flag IR.HPM is set as expected 
 
2) Next a standard frame is received and accepted because of GFC.ANFS configuration 
--> Interrupt flag IR.HPM is set erroneously 
 
Scope: 
The erratum is limited to: 
 
Configuration A: 
No Extended Message ID Filter Element configured and non-matching extended frames are accepted due to Global Filter Configuration (GFC.ANFE = "00"/"01"). 
 
Configuration B: 
No Standard Message ID Filter Element configured and non-matching standard frames are accepted due to Global Filter Configuration (GFC.ANFS = "00"/"01"). 
 
Effects: 
Interrupt flag IR.HPM is set erroneously at the reception of a frame with: 
 
Configuration A: extended message ID 
Configuration B: standard message ID		Configuration A:

Setup an Extended Message ID Filter Element with the following configuration:

• F0.EFEC = "001"/"010" - select Rx FIFO for storage of extended frames
• F0.EFID1 = any value - value not relevant as all ID bits are masked out by F1.EFID2
• F1.EFT = "10" - classic filter, F0.EFID1 = filter, F1.EFID2 = mask
• F1.EFID2 = zero - all bits of the received extended ID are masked out

Now all extended frames are stored in Rx FIFO 0 respectively Rx FIFO 1 depending on the configuration of F0.EFEC.

Configuration B:

Setup an Standard Message ID Filter Element with the following configuration:

• S0.SFEC = "001"/"010" - select Rx FIFO for storage of standard frames
• S0.SFID1 = any value - value not relevant as all ID bits are masked out by S0.SFID2
• S0.SFT = "10" - classic filter, S0.SFID1 = filter, S0.SFID2 = mask
• S0.SFID2 = zero - all bits of the received standard ID are masked out

Now all standard frames are stored in Rx FIFO 0 respectively Rx FIFO 1 depending on the configuration of S0.SFEC.		 

		DAN-0047985		MCAN		MTTCAN: Message transmitted with wrong arbitration and control fields.		(MTTCAN#24)

Under the following conditions a message with wrong ID, format, and DLC is transmitted: 
 
• M_TTCAN is in state "Receiver" (PSR.ACT = "10"), no pending transmission 
• A new transmission is requested before the 3rd bit of Intermission is reached 
• The CAN bus is sampled dominant at the third bit of Intermission which is treated as SoF (see ISO11898-1:2015 Section 10.4.2.2) 
 
Under the conditions listed above it may happen, that: 
 
• The shift register is not loaded with ID, format, and DLC of the requested message 
• The M_TTCAN will start arbitration with wrong ID, format, and DLC on the next bit 
• In case the ID wins arbitration, a CAN message with valid CRC is transmitted 
• In case this message is acknowledged, the ID stored in the Tx Event FIFO is the ID of the requested Tx message and not the ID of the message transmitted on the CAN bus, 
no error is detected by the transmitting M_TTCAN 
 
Scope: 
The erratum is limited to the case when M_TTCAN is in state "Receiver" (PSR.ACT ="10") with no pending transmission (no TXBRP bit set) and a new transmission is requested before the 3rd bit of Intermission is reached and this 3rd bit of intermission is seen dominant. 
When a transmission is requested by the CPU by writing to TXBAR, the Tx Message Handler performs an internal arbitration and loads the pending transmit message with the highest priority into its output buffer and then sets the transmission request for the CAN Protocol Controller. The problem occurs only when the transmission request for the CAN Protocol Controller is activated in the critical time window between the sample points of the 2nd and 3rd bit of Intermission and if that 3rd bit of intermission is seen dominant.  
This dominant level at the 3rd bit of Intermission may result from an external disturbance or may be transmitted by another node with a significantly faster clock. 
 
Effects: 
In the described case it may happen that the shift register is not loaded with arbitration and control field of the message to be transmitted. The frame is transmitted with wrong ID, format, and DLC but with the data field of the requested message. The message is transmitted in correct CAN (FD) frame format with a valid CRC. If the message loses arbitration or is disturbed by an error, it is retransmitted with correct arbitration and control fields.		Workaround 1  
Request a new transmission only if another transmission is already pending or when the M_CAN is not in state "Receiver" (when PSR.ACT ≠ "10"). To avoid activating the transmission request in the critical time window between the sample points of the 2nd and 3rd bit of Intermission, the application software can evaluate the Rx Interrupt flags IR.DRX, IR.RF0N, IR.RF1N which are set at the last bit of EoF when a received and accepted message gets valid. The last bit of EoF is followed by three bits of Intermission. Therefore the critical time window has safely terminated three bit times after the Rx interrupt. Now a transmission may be requested by writing to TXBAR. After the interrupt, the application has to take care that the transmission request for the CAN Protocol Controller is activated before the critical window of the following reception is reached.  
  
Workaround 2  
A checksum covering arbitration and control fields can be added to the data field of the message to be transmitted, to detect frames transmitted with wrong arbitration and control fields.  
  
Workaround 3  
If a transmission is to be requested while no other transmission request is already pending and the CAN bus is not idle, set the CCCR.INIT bit (which stops the CAN protocol controller), set the transmission request and finally clear the CCCR.INIT bit. The message currently being received when CCCR.INIT is set will be lost, but no errors (or error frames) will be generated and the CAN protocol controller will re-integrate into the CAN communication immediately at the 11 recessive bits of the next End-of-Frame & Intermission (or Idle) and will receive (or transmit) the following message.  
  
Workaround 4  
It is also possible to keep the number of pending transmissions always at >0 by frequently requesting a message, then the condition "no pending transmission" is never met. The frequently requested message may be given a low priority, losing arbitration to all other messages.		 

		DAN-0048200		SDADC		SDADC: Degraded VDD_HV_ADV power supply current (each ADC IADV_D) and BIAS consumption (IBIAS)		The actual values for the following parameters in SDADC electrical specification are different from those reported in the device datasheet: 

1) Maximum VDD_HV_ADV power supply current consumption (each ADC IADV_D) can be 3.3 mA against 2.5 mA as specified in the datasheet.

2) Maximum BIAS consumption (IBIAS) can be 4 mA against 3.5mA as specified in the datasheet.		The application shall consider the two new limits mentioned in the description.

		DAN-0048201		PMC_DIG		PMC_DIG: testing of voltage monitors LVD100_SB could fail running Voltage monitor BIST		The testing procedure to verify all the voltage monitors is started via software by setting the BIST_CTRL[START] register bit, and once BIST is finished the status can be obtained by checking the BIST_FLAGS_PHASE1 and BIST_FLAGS_PHASE2 registers. In some corner case the testing of voltage monitors LVD100_SB could fail during PHASE 2, associated to high reference voltage test (REFH), by reporting a wrong flag (set to 0) in the voltage monitor BIST Flags Phase2 Register (BIST_FLAGS_PHASE2) for bit 31.		The application must ignore the setting of this flag related to LVD100_SB and never enable its functional reset (i.e. PMC_Dig.REE_LV0.REE3_SB = 0). Standby mode is assumed not to serve any safety function, and the lack of LVD100_SB BIST is not impacting the safety assessment.  
In addition, voltage monitor (MVD082_C) can check supply drop/loss during Standby in case of a potential malfunction of LVD100_SB, by triggering a power-on-reset (POR) and setting MC_RGM_DES[F_POR] flag.

		DAN-0048202		STCU		STCU2: Spurious faults on FCCU channel 10 and/or 12 may occur after online self-test		FCCU faults for channel #10 and/or #12 may get set at the end of online self-test, if core clock is disabled during self-test by configuring CORE_CLK_ONLINE_SELF_TEST bit in UTEST Miscellaneous DCF as '1'.		Configure CORE_CLK_ONLINE_SELF_TEST bit in UTEST Miscellaneous DCF as '0'.
Otherwise, ignore and clear the FCCU faults #10 and #12 if set after the online self-test.

Note: the value '0' for the CORE_CLK_ONLINE_SELF_TEST has the effect of enabling the clock to the cores during online self-test. It prevents RCCU alarms from checker cores during MBIST execution.

		DAN-0048207		PFLASH		PFLASH: Spurious generation of FCCU alarm #67 (ADDR_FDBK_ERR_FLASH_C 1) while accessing the 0x093B_FFEx/0x013B_FFEx address range having prefetch enabled		In the program flash memory address range, there are two Flash Controllers present. 
PFLASH_1 takes care of the address range that ends at 0x013B_FFFF/0x093B_FFFF (RWR1) and PFLASH_0 takes care of the address range from 0x013C_0000/0x093C_0000 (RWR0) onward.  

There is a switchover boundary on the addresses 0x013B_FFFF/0x093B_FFFF respectively, so PFLASH_1 shouldn’t be allowed to generate addresses beyond its boundaries.
However when  PFLASH_1 is getting an address as 0x013B_FFEx/0x093B_FFEx, its prefetch engine gets activated to start a new fetch from address 0x013C_0000/0x093C_0000, which is not in the PFLASH_1 valid address range.
Because there is no address range check on the prefetch address for this block, which results in an illegal address access on Flash_1 module. Therefore an Address Feedback  alarm is generated from Flash_1 to FCCU.  
  
As this issue occurs only during the prefetch operation, it doesn’t appear during normal accesses, for which address range check is present.		There are two possible workarounds: 

1. Never use the address ranges:
•	(0x013B_FFE0 – 0x013B_FFFF) or 
•	(0x093B_FFE0 – 0x093B_FFFF)
    in the code, e.g. configure SMPU to restrict the access to these ranges. 
 
2. Manage the reaction of FCCU alarm #67 (ADDR_FDBK_ERR_FLASH_C 1) as follows: 
        a. Applications using a reaction than reset on channel #67 can diagnose the false positive and ignore the alarm reported from these address ranges. 
        b. Application using reset reaction on channel #67 can: 
                 - Completely disable the channel reaction 
                 - Let it reset and analyze after reset (in case of a functional one)

		DAN-0048230		SDADC		SDADC: Degraded common mode rejection ratio (Vcmrr) and absolute value of the ADC gain error (|δGAIN|) values.		The actual values for the following parameters in SDADC electrical specification are different from those reported in the Datasheet:  
  
1) CMRR values for SDADC instances (Vcmrr) are less than the datasheet specification of 55dB minimum.  The limit is changed to 40dB for GAIN = 1. For GAIN = 4 or higher the min. limit is 46dB. 
  
2) The absolute value of the ADC gain error (|δGAIN|) is not applicable in single-ended mode. After calibration it is higher than the value reported in the Datasheet (5 mV). The revised limit on gain error after calibration should be considered as 25mV.		The application shall consider the two new limits mentioned in the description. 
 
For ADC gain error (|δGAIN|), the application can use it in differential mode, where this limitation does not apply.

		DAN-0048265		e200zx		e200z42x: Specific instructions executed immediately after reset can cause the RCCU alarms of the core to be asserted.		Uninitialized PowerISA architected registers can cause non-deterministic values to be seen at the core output signals when the first instructions are executed after reset. Since these are non deterministic values, the values at the outputs of the main core and the checker core can be different, causing false RCCU alarms when lockstep is enabled.		As soon as the reset is lifted, the initialization steps below should be followed: 
 
Step 1:
=====
 
The following core registers should be initialized in the first instructions of the code, using the "e_li" instruction: 

General Registers:

GPR (GPR0-31) 
CR (Condition Register) 
CTR (Count Register) - SPR9 
LR (Link Register) - SPR8 

Exception handling and Control Registers:

CSRR0 (Critical Save and Restore Register 0) - SPR58 
CSRR1 (Critical Save and Restore Register 0) - SPR59 
DSRR0 (Debug Save and Restore Register 0) - SPR574 
DSRR1 (Debug Save and Restore Register 1) - SPR575 
MCSRR0 (Machine Check Save/Restore Register 0) - SPR570 
MCSRR1 (Machine Check Save/Restore Register 1) - SPR571 
SRR0 (Save/Restore Register 0) - SPR26 
SRR1 (Save/Restore Register 1) - SPR27 
DEAR (Data Exception Address Register) - SPR61 
SPRG0 (SPR General 0) - SPR272 
SPRG1 (SPR General 1) - SPR273 
SPRG2 (SPR General 2) - SPR274 
SPRG3 (SPR General 3) - SPR275 
MCAR (Machine Check Address Register) - SPR573 
USPRG0 (User SPR General Register) - SPR256  
 
Data Value Comparison Registers:

DVC1 (Data Value Compare 1)  - SPR318 
DVC1U (Data Value Compare 1 Upper) - SPR601  
DVC2 (Data Value Compare 2) - SPR319 
DVC2U (Data Value Compare 2 Upper) - SPR603 
 
Memory Management Registers:

MAS0 (MPU Assist Registers 0) - SPR624   
MAS1 (MPU Assist Registers 1) - SPR625 
MAS2 (MPU Assist Registers 2) - SPR626 
MAS3 (MPU Assist Registers 3) - SPR627 
 
Debug Status:

DDEAR (Debug Data Effective Address Register) - SPR600 

Step 2: 
==== 
 
Clear all the RCCU alarms related to the core (FCCU #10, FCCU #12) 
 
Step3: 
===== 
Proceed with the execution of the boot/application code.

		DAN-0048266		[DOC] SDADC		[DOC] SDADC: Full scale values as mentioned in Reference Manual chapter “Gain Calibration support” may vary with different OSR configurations.		The procedure for SDADC gain calibration described in the Reference Manual mentions a single value for the expected full scale output in the ideal case of no gain error. 
However, both for Normal and Bypass FIR mode, the full scale value may vary with different OSR configurations by +-0.5%.  
 
Please refer to the attached spreadsheet (SDADCDigitalOutputCodes.xlsx) for actual full scale values with different OSR settings, both for Normal and Bypass FIR modes.		Gain calibration should be performed with the same OSR configuration and mode settings to be used in target application.

		DAN-0048287		SARADC		ADC SAR 10b STDBY: SARADC Standby performance degradation		The performance of the SARADC 10bit STDBY analog converter can get degraded if it's used along with other 12-bit SAR ADCs. There is no impact on SARADC STDBY performance if used in standby mode or standalone with other 12 bit SARADCs powered-off.		Do not use SARADC STDBY analog converter when other 12-bit ADCs are powered on.

		DAN-0048733		SDADC		ADCSD: Conversion Offset before calibration		Conversion offset for S/D ADC before calibration may be higher than 20mv as specified in the datasheet. 
The maximum value of the offset should be considered as 65mV.		Apply offset calibration in the application where higher accuracy is required.

		DAN-0049052		FCCU		FCCU: The FOSU may issue a destructive reset if a fault occurs the second time		The FOSU monitors the second occurrence of a fault if the following conditions occur concurrently: 
1) the user configures the channel x of the FCCU to react with a functional reset, either long or short; 
2) the user sets the EOUTEN[x] flag of EOUT_SIG_EN register to 0b; 
3) the software doesn't clear the FCCU status flag related to the fault x after its first occurrence; 
4) the fault x triggers again after the functional reset. 
Under these circumstances, the FOSU triggers a destructive reset after the FOSU timeout. 
This behavior is the expected one from the functional safety standpoint. Indeed, the safest reaction in the presence of a fault, which occurs again after a functional reset, is a destructive reset.		If the users want to increase the availability of the system by avoiding the destructive reset, they can set the EOUTEN[x] flag of EOUT_SIG_EN register to 1b. In such a case, the FOSU doesn't trigger the destructive reset.		NEW

		DAN-0049528		MC_ME		MC_ME: Mode transition request may be ignored when XOSC is enabled by DCF		XOSC can be optionally enabled through a DCF bit during power-up rather than by software after power-up.
When XOSC is enabled through software and not by DCF, there is no issue.
When it is enabled through DCF bit, then while device exits RESET and enters DRUN mode, it waits for the XOSC to be 'ON' and stable before signalling transition to DRUN mode.
Since XOSC stabilization takes some time defined by XOSC_CTL[EOCV] (reset/default value : 0x30), the mode transition from RESET to DRUN is delayed by this duration. During this mode transition, if another mode transition is requested by software then the new request is rejected and if software polls the I_MTC (mode transition complete interrupt) field then this interrupt may never be generated and software may hang. Additionally, the ME_IMTS.S_MRI bit may be set.
If BAF is enabled, then ME_IMTS_MRI bit may be set after the BAF code execution. If self-test is enabled and self test duration is greater than XOSC stabilization time, then this issue will not occur.		When XOSC is enabled by DCF bit, then application software must:
(1)
- Check and clear the ME_IMTS.S_MRI bit if set.  
- Wait for ME_GS[MTRANS] to be ‘0’ before requesting any mode transition.    

OR    

(2)
-Enable self-test with self-test duration greater than XOSC stabilization time.

OR

(3) After all the supplies ramp-up, If PORST pin is held low for a duration greater than (XOSC_CTL[EOCV] * 512 * XOSC period) + 1.5ms, then this issue will not happen. 
     For example, for XOSC=20MHz, this duration will be (48 * 512 * 50)ns + 1.5ms =   ~2.73ms
Where: 1.5ms is worst case duration of all reset phases after supply ramp-up with sufficient margins		NEW

		DAN-0049972		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		NEW

		DAN-0049975		MC_ME		MC_ME: Device immediately exits STANDBY Mode without external wake up event		Configuring the device to wake up from STANDBY mode with ESR1/NMI1 (PA[4]) or NMI2 (PD[15]) pins, in case that these pins are at logic state high when the device enters STANDBY, then the device exits immediately without waiting for rising/falling edge event of the wakeup line. So, such pins shall not be used to wake-up from STANDBY		Others external pins than ESR1/NMI1 (PA[4]) or NMI2 (PD[15]) should be used to wake-up from STANDBY		NEW

		DAN-0050172		[DOC] RM		[DOC] RM: PA[10] and PB[10] pin behavior during BAF serial boot		The SPC58xEx Reference Manual describes the LinFlexD and MCAN pin usage by the BAF during serial boot as follows:

- Table 74 "LINFlexD and MCAN pin configuration" in chapter 7.9.1.2 describes the LinFlexD and MCAN pin allocation and configuration in use by the BAF during serial boot; a footnote to this table is provided to further describe the behavior of some pads (PA[10] and PB[10]).
- The LINFlexD configuration subsection of the Serial Boot Configuration section (chapter 65.3.9.1) provides a detailed description of the behavior of the LINFlexD_Tx pad during serial boot.
 
The portions from the Reference Manual mentioned above do not correctly describe the pads behavior in the actual BAF implementation. These pads will be set to the output configuration described in table 74 for the whole duration of the BAF serial boot, even before the first byte of protocol is received on the Rx pins.		None		NEW

		DAN-0050174		SARADC		SARADC: SAR_ADC_12bit_B0 reset control through PRST.		If SAR_ADC_12bit_B0 is being reset by asserting the PRST bit RGM_PRST3.SAR_ADC_12BIT_B_RST while body_ctu is still functioning out of reset, the ADCDIG state machine can get stuck.		Assert BCTU_0 reset using RGM_PRST7.BODY_CTU_0_RST before asserting SAR_ADC_12bit_B0 reset through RGM_PRST3.SAR_ADC_12BIT_B_RST. Deassert BCTU_0 reset after SAR_ADC_12bit_B0 has reset.		NEW

		DAN-0050271		SARADC		SARADC: SARADC conversion results cannot be relied upon while executing PMU BIST.		While running PMU BIST, there can be a wrong indication to ADC about its supply level, which can cause degradation of ADC results.		SARADC conversion should be avoided while running PMU BIST		NEW

		DAN-0050583		SARADC		SARADC: ADC may convert previous configured channel.		The ADC-DIG programming clock and ADC clocks are asynchronous to each other. It takes maximum 7 ADC clock cycles to transfer the value of NCE_CH from ADC-DIG clock domain to ADC clock domain, while conversion-start bit (MCR.NSTART) is latched within minimum 2 ADC clock cycles of programming NSTART bit. Therefore if MCR.NSTART bit is set within 5 ADC clock cycles of programming the channel number, the synchronization of channel number might not happen and it will result in conversion of previous channel number by ADC.
The channel number can be programmed using any of the registers ICNCMRx/ ICJCMRx/TCNCMR/TCJCMR/ ECNCMRx/ ECJCMRx. Similarly a new conversion can be started by setting the MCR bits – NSTART/JSTART/ABORT as decided by the operating context (normal/injected/external). 
It is needed to ensure a sufficient delay between setting the channel number and setting the start-bit by software.		•      Ensure minimum 5 ADC clock cycles of delay between the programming of channel number and setting of conversion start. 
•	Same delay must also be present between programming Injected Channel Number Registers and Injection Enable bit (MCR.JTRGEN) to take care of hardware trigger injection.
•	Writing more than once the channel number registers within 7 ADC clock cycles will prevent the first write to get effective therefore, these registers should be written only once before setting the start bit.
•	Same delay must also be present when programming the other configuration and control registers like CMRn, CTRn, WTHRHLRn before setting the NSTART/JSTART/ABORT/JTRGEN bits to start any conversion.		NEW

		DAN-0050633		SARADC		[SARADC] Datasheet specification of TUEX (TUE12, TUE10 and TUEINJ2) for additional TUE degradation due to current injection as per IINJ1 or IINJ2 specification doesn’t consider the maximum series resistance on ADC channel		If there is a current injection on a channel in a SAR ADC, all other channel in all SAR ADCs are impacted  by a current sinking through internal switches. The datasheet should specify that, if current is injected into any channel of any SAR ADC:

1. The TUEX  specification is impacted if the external series resistance on the ADC channel is higher than 0.4kΩ. The error may increase if the series resistance is greater than 0.4kΩ.
2. If the ADCBIAS channel is converted at the time the current injection happens, the accuracy of the ADCBIAS channel conversion cannot be guaranteed.

When the error conditions are met:

- Channel TUEX degrades during sampling time phase only. i.e. for the time where sampling phase of injected channel and any other channel from different SARADC are overlapping. Pre-charge and evaluation phases don’t enable the current to leak.
- Max. current sank to non-injected channel is 5uA.
- Max. internal voltage change on non-injected channel is 3mV 
- Both normal and continuous mode are impacted.
- Both standard and injected conversion is impacted.		1. Make sure that the series resistance on each ADC channel is lower than or equal to 0.4kΩ. 

2. Enable and convert an ADCBIAS channel via TCNCMR/TCJCMR registers on any SAR ADC that its sampling phase overlaps the sampling phase of potentially degraded channel.

3. Add an input capacity on each analog channel that could experience degradation to absorb the charge leaked during the injection. Ensure that the external capacity is able to store a charge equal to Q = 5 µA * Sampling Time. This is only effective if this charge can be completely discharged between two consecutive conversion. For details contact your STMicroelectronics representative.		NEW

		DAN-0050926		Flexray		Flexray: DS parameters not met on all IOs		The maximum value specified in the data sheet for the parameters dCCRxD01 and dCCRxD10 is not met on the following IOs: PD[15], PC[8], PC[12]. The usage of these IOs should be avoided in applications for Flexray.		Use alternate IOs for mapping RXD_A and RXD_B:

RXD_A: PC[14], PA[11], PH[9], PC[13]
RXD_B: PH[10], PA[11]		NEW

		DAN-0051367		STCU		STCU2: CRC may change in case of toggling on JTAG interface.		When LBIST is enabled, CRC computed by STCU during self-test execution may randomly change when there is any toggling activity on JTAG interface through JTAG pins or through JTAGM.
Unless driven externally, by default JTAG signals TDI/TMS are driven internally as weak pull-up. These signals contribute to CRC computation during LBIST. When these signals are not maintained in their default state or if there is any toggling activity on these signals due to any reason like debugger connection, computed CRC may change randomly.
However, there will be no influence on CRC when only MBIST is enabled and LBIST is disabled.		To avoid any mismatch on computed CRC, ensure that the JTAG signals TDI/TMS are maintained in their default state and there is no toggling activity on JTAG interface during self-test execution.		NEW

		DAN-0051663		SIUL2		SIUL2: Temporary drive of open-source/open-drain pads		The System Integration Unit Lite 2 (SIUL2) Output Drive Control in the Multiplexed Signal Configuration registers (SIUL2_MSCR_IO_n[ODC]) specifies the type of output drive control for the associated pins. When configured as open-drain, the high drive for the output buffer is disabled and when configured as open-source the low drive for the output buffer is disabled. However, during the transition from the driven to non-driven state, the output may momentarily drive the opposite value. In other words, the open-drain output may momentarily drive high and the open-source output may momentarily drive low.		The application should consider having a momentarily higher consumption in the bus, if strong external circuits start driving the pins while pads are in opposite direction.		NEW

		DAN-0052753		MCAN		MCAN: Debug message handling state machine not reset to Idle state when CCCR.INIT is set.		(MCAN#21) 

When the debug support is active, if the bit CCCR.INIT is set by the Host by writing to register CCCR or when the M_CAN enters BusOff state, the debug message handling state machine stays in its current state instead of being reset to Idle state. Setting CCCR.CCE does not change RXF1S.DMS. The debug message handling state machine is stopped and remains in the current state signalled by RXF1S.DMS. In case RXF1S.DMS = "11", output m_can_dma_req remains active.  The erratum is limited to the case when the Debug on CAN Support feature is active. Regular operation is not affected, in regular operation the debug message handling state machine always remains in Idle state.		In case the debug message handling state machine has stopped while RXF1S.DMS="01" or RXF1S.DMS="10" it can be reset to Idle state by hardware reset or by reception of debug messages after CCCR.INIT is reset to zero. In case the debug message handling state machine has stopped while RXF1S.DMS="11" with m_can_dma_req active, it can be reset to Idle state by hardware reset or by activating input m_can_dma_ack.		NEW

		DAN-0052755		MCAN		MTTCAN: Debug message handling state machine not reset to Idle state when CCCR.INIT is set.		(M_TTCAN#25) 

When the debug support is active, if the bit CCCR.INIT is set by the Host by writing to register CCCR or when the TT_MCAN enters BusOff state, the debug message handling state machine stays in its current state instead of being reset to Idle state. Setting CCCR.CCE does not change RXF1S.DMS.  The debug message handling state machine is stopped and remains in the current state signaled by RXF1S.DMS. In case RXF1S.DMS = "11", output m_ttcan_dma_req remains active.    The erratum is limited to the case when the Debug on CAN Support feature is active.  Regular operation is not affected, in regular operation the debug message handling state machine always remains in Idle state.		In case the debug message handling state machine has stopped while RXF1S.DMS="01" or RXF1S.DMS="10" it can be reset to Idle state by hardware reset or by reception of debug messages after CCCR.INIT is reset to zero.  In case the debug message handling state machine has stopped while RXF1S.DMS="11" with m_ttcan_dma_req active, it can be reset to Idle state by hardware reset or by activating input m_ttcan_dma_ack		NEW

		DAN-0053230		PIT		PIT: Temporary incorrect value reported in LTMR64H register in Lifetimer mode		When the Programmable interrupt timer (PIT) module is used in lifetimer mode, timer 0 and timer 1 are chained and the timer load start value (LDVAL0[TSV] and LDVAL1[TSV]) are set according to the application need for both timers. 
When timer 0 current time value (CVAL0[TVL]) reaches 0x0 and subsequently reloads to LDVAL0[TSV], then timer 1 CVAL1[TVL] should decrement by 0x1.
However, this decrement does not occur until one cycle later, therefore a read of the PIT upper lifetime timer register (LTMR64H) is followed by a read of the PIT lower lifetime timer register (LTMR64L) at the instant 
when timer 0 has reloaded to LDVAL0[TSV] and timer 1 is yet to be decremented in next cycle then an incorrect timer value in LTMR64H[LTH] is expected.		In lifetimer mode, if the read value of LTMR64L[LTL] is equal to LDVAL0[TSV], then read both LTMR64H and LTMR64L registers for one additional time to obtain the correct lifetime value.		NEW

		DAN-0053830		PFLASH		PFLASH: Test Mode Disable Override Password is not protected based on life cycle		The Test Mode Disable Override Password is readable in any Life cycle.		No workaround		NEW

		DAN-0053968		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		NEW

		DAN-0054082		Ethernet		Ethernet0 RMII: Do not use PAD[67] or PAD[174] as TX_CLK		The RMII timing specs R6 are not aligned with DS requirements.		1) Do not use PAD[67] or PAD[174] as REF_CLCK. Rather use any of PAD[46]/PAD[42] as 50MHz clock:
   a)  so check possibility to use REF_CLK form external oscillator rather than using it from PHY,
   b)  apply a delay of 1-2 ns from REF_CLK towards PHY.
2) Switch to MII instead of RMII mode.		NEW

		DAN-0054221		MCAN		MCAN: Message order inversion when transmitting from dedicated Tx Buffers conﬁgured with same Message ID.		(MCAN#22)

Conﬁguration
Several Tx Buffers are conﬁgured with the same Message ID. Transmission of these Tx Buffers is requested sequentially with a delay between the individual Tx requests.

Expected behavior:
When multiple Tx Buffers that are conﬁgured with the same Message ID have pending Tx requests, they shall be transmitted in ascending order of their Tx Buffer numbers. The Tx Buffer with lowest buffer number and pending Tx request is transmitted ﬁrst.

Observed behavior:
It may happen, depending on the delay between the individual Tx requests, that in the case where multiple Tx Buffers are conﬁgured with the same Message ID the Tx Buffers are not transmitted in order of the Tx Buffer number (lowest number ﬁrst).
Scope:
The erratum is limited to the case when multiple Tx Buffers are conﬁgured with the same Message ID.
Effects:
In the case described it may happen, that Tx Buffers conﬁgured with the same Message ID and pending Tx request are not transmitted with lowest Tx Buffer number ﬁrst (message order inversion).		All revisions of MCAN IP:
First write the group of Tx messages with same Message ID to the Message RAM and then afterwards request transmission of all these messages concurrently by a single write access to TXBAR.

For MCAN IPs revision R3.2.2, R3.2.3 only:
Use the Tx FIFO instead of dedicated Tx Buffers for the transmission of several messages with the same Message ID in a speciﬁc order, as described in Section "Tx handling - Tx FIFO" of the M_CAN chapter.

MCAN IP revision R3.3.0 is not affected.		NEW

		DAN-0054222		MCAN		TT_MCAN#26: Message order inversion when transmitting from dedicated Tx Buffers conﬁgured with same Message ID.		[TT_MCAN#26]

Conﬁguration
Several Tx Buffers are conﬁgured with the same Message ID. Transmission of these Tx Buffers is requested sequentially with a delay between the individual Tx requests.

Expected behavior:
When multiple Tx Buffers that are conﬁgured with the same Message ID have pending Tx requests, they shall be transmitted in ascending order of their Tx Buffer numbers. The TxBuffer with lowest buffer number and pending Tx request is transmitted ﬁrst.

Observed behavior:
It may happen, depending on the delay between the individual Tx requests, that in the case where multiple Tx Buffers are conﬁgured with the same Message ID the Tx Buffers are not transmitted in order of the Tx Buffer number (lowest number ﬁrst).

Scope:
The erratum is limited to the case when multiple Tx Buffers are conﬁgured with the same Message ID.

Effects:
In the case described it may happen, that Tx Buffers conﬁgured with the same Message ID and pending Tx request are not transmitted with lowest Tx Buffer number ﬁrst (message order inversion).		All revisions of MCAN IP: 
First write the group of Tx messages with same Message ID to the Message RAM and then afterwards request transmission of all these messages concurrently by a single write access to TXBAR. 
 
For MCAN IPs revision R3.2.2, R3.2.3 only: 
Use the Tx FIFO instead of dedicated Tx Buffers for the transmission of several messages with the same Message ID in a speciﬁc order, as described in Section "Tx handling - Tx FIFO" of the M_CAN chapter. 
 
MCAN IP revision R3.3.0 is not affected.		NEW

		DAN-0055017		LinFlexD		LinFlexD: LINS bits in LIN Status Register(LINSR) are not usable in UART mode.		When the LINFlex module is used in the Universal Asynchronous Receiver/Transmitter (UART) mode, the LIN state bits (LINS[3:0]) in LIN Status Register (LINSR)  are not updated correctly. Therefore, these bits cannot be used to monitor the UART state.		No workaround. LINS bits should be used only in LIN mode.		NEW

		DAN-0055126		Emulation Device		Emulation Device: LBIST on partition-5 alters the content of few Buddy RAM locations.		The execution of the Logic Built-in Self-Test Partition 5 (LBP5), during online tests, includes the Buddy Device Calibration RAM (BD-RAM) interface self-test. When the BD-RAM interface is under test, it causes spurious write accesses through the Production Device(PD) to Buddy Device(BD) interface to the BD-RAM banks present in the BD.
As a consequence some locations of the BD-RAM are altered, with or without ECC errors. The sequence is deterministic, and always the same locations are impacted at every LBP5 execution.

The following 64-bit location of the BD-RAM are affected:

0x0C00_0288
 Other locations are not impacted.		The application may implement one of the following workarounds:

1) The application shall not use the content of the locations mentioned in the description. The values of these locations may be restored after the execution of the LBP5, and will be preserved till the next Bist execution.

2) Do not execute online Lbist on partition5		NEW

		DAN-0055128		XOSC and IRCOSC		XOSC enabling through DCF with XOSC<IRC freq		In case XOSC frequency is less than internal RX frequency(16Mhz), enabling the oscillator through DCF can cause FCCU #51 and mode transition stuck at functional reset assertion.

The reason behind the behavior is resetting of CMU.RCDIV with functional reset which causes OLR event generation immediately after reset phase.		In case XOSC frequency is lower than IRC frequency(16Mhz), oscillator should be enabled through MC_ME only rather than DCF configuration.		NEW

		ERR003556		DMA_MUX 		DMA_MUX : Low Power Entry may not be completed when peripherals run on divided clock with DMA enabled mode		System may not enter into Low Power Mode (HALT/STOP/STANDBY) when all the below conditions are true simultaneously:

1.A Peripheral with DMA capability is programmed to work on divided clock.
2. Above peripheral is programmed to be stopped in Low Power Mode and active in RUN Mode.
3. Above Peripheral is active with DMA transfer while Software requests change to Low Power mode.		Software should ensure that all the DMA enabled peripherals have completed their transfer before requesting Low Power mode Entry

		ERR003970		NAR		NAR: Trace messages include a 6-bit Source Identification field instead of 4-bits		The source field (SRC) of trace messages from the Nexus Aurora Router are 6-bits in length. All other clients implement a 4-bit SRC field. Per the IEEE-ISTO 5001 Standard (Nexus) the SRC field of all clients on a device should be the same length. The two most significant bits of the SRC are 0b00.		Tools should treat the SRC field as a 4-bit field for all Nexus clients. In addition, tools should ignore the extra 2-bits as an extra field with no meaning. In the case of the NAR Error Message (TCODE=8), these two bits are between the 4-bit SRC field and the 4-bit Error Type (ETYPE) field. For the NAR Watchpoint Message, these bits are between the 4-bit SRC and the 6-bit Watchpoint Hit (WPHIT) field.

		ERR004048		PAD_RING		PAD_RING: Pin drive type (CMOS/OD/LVDS) ignores the ILS setting in MSCR.		The Input Level Select (ILS) and Output Drive Control (ODC) bit fields in the Multiplexed Signal Configuration Register (MSCR) are not used to select LVDS operation. Instead, the user must write to the Source Signal Select (SSS) bit field to enable LVDS operation on both the positive (P) and negative (N) ports of the LVDS function. Once the LVDS function is selected, the port input or output levels are forced to LVDS and all ILS and ODC settings are ignored.

When the LVDS Fast Asynchronous Serial Transmission (LFAST) signals are enabled, the output buffer can be disabled by writing to the pin control register in the LFAST module.		Set port input or output levels to LVDS by writing to the SSS. Do not expect the ILS or ODC setting to affect the LVDS input or ouput levels.

		ERR004136		XOSC and IRCOSC		[Functional Safety Impact] XOSC and IRCOSC: Bus access errors are generated in only half of non-implemented address space of XOSC and IRCOSC, and the other half of address space is mirrored		Bus access errors are generated in only half of the non-implemented address space of Oscillator External Interface (40MHz XOSC) and IRCOSC Digital Interface (16MHz Internal RC oscillator [IRC]). In both cases, the other half of the address space is a mirrored version of the 1st half. Thus reads/writes to the 2nd half of address space will actually read/write the registers of corresponding offset in the 1st half of address space.		Do not access unimplemented address space for XOSC and IRCOSC register areas OR write software that is not dependent on receiving an error when access to unimplemented XOSC and IRCOSC space occurs.

		ERR006538		LINFlexD		LINFlexD: Stop mode request may be ignored if requested before the end of a frame		The LINFlexD module fails to enter stop mode when the stop mode request is issued before the second data byte of an ongoing frame transfer.
User requests stop mode by setting the appropriate bit of the Peripheral Control Register of the Mode Entry Module (ME_PCTLx).		If a LIN transmission/reception is in progress, wait until it reaches the frame boundary (complete current frame transfer) before sending a request to enter in stop mode.

		ERR006836		DCF		DCF: DCF record for initial IVPR cannot be used		The Device Configuration Format (DCF) record for setting the initial value on the Interrupt Vectors base address is not recognized. 
The DCF records for the initial  IVPR  uses DCF Chip Select 7 (Miscellaneous Client) addresses 0x10, 0x14, and 0x18 to set the IVPR for the different cores.
| *Core* | *DCF Address* |
| Core 0 | 0x10 |
| Core 1 | 0x14 |
| Core 2 | 0x18 |		Write software such that it does not rely on the initial IVPR value to be set by a DCF record.

		ERR006850		SSCM		SSCM: Nexus enable required for mode changes when a debugger is attached		If the Nexus interface is enabled in the the e200zx cores, even if trace (program, data, ownership, watchpoint, data acquisition) is not enabled, the Nexus Aurora Router (NAR) must be enabled to allow mode changes via the Mode Entry module if debug mode is enabled (debugger connected to the MCU). In addition, trace options must be set to guarantee that none of the NAR trace buffers become full and to prevent new messages from being input into the NAR since some Nexus trace messages are automatically generated regardless whether any trace mode is disabled. Nexus is enabled in the core if any Nexus feature is accessed by a tool (executing the Nexus_enable command to use the Nexus Read/Write Access feature to access memory).		The Nexus enable bit (NEN) must be set in the NAR Control Register (NAR_CR[NEN]=0b1) when a debugger is connected to allow messaged to exit the core Nexus module.

		ERR006932		NAR		NAR: Nexus timestamps are not implemented for the Nexus clients in the e200zx cores		The Nexus clients in the e200zx cores do not implement timestamp packets on the Nexus trace messages.		Do not expect timestamps on the Nexus messages from the core, even though timestamps are enabled in the device.

		ERR007109		I2C		I2C: In master receive mode, data remains latched in I2C data I/O register (IBDR) until new data is received		When the Inter-Integrated Circuit (I2C) is configured in master mode and receiving data from a slave which is transmitting data bytes on an irregular basis, there is no way for the master to know if the data received in the I2C data Input/Output register (IBDR) is the old latched data or the new data received from the slave.		When slave is configured to transmit data on an irregular basis, in other words intermittently, it should not send 2 consecutive bytes with the same data. When 2 consecutive data bytes are different, a dummy read of the I2C data I/O register (IBDR) can be initiated before the actual read. These 2 bytes can be compared to know if it is the new data or the old data.		 

		ERR007115		DSPI		DSPI: Mixing 16 and 32 bits frame size in XSPI Mode can cause incorrect data to be transmitted		The Deserial Serial Peripheral Interface (DSPI) features an Extended SPI mode (XSPI) supporting frames of up to 32 bits.
When the XSPI Mode is enabled, transferring a mixture of frames having a size up to 16 bits and those having size above 16 bits can cause an incorrect data transmission to occur. This happens when the First In/First Out (FIFO) queue read pointers roll-over and a frame needs to be extracted from both the bottom of the FIFO and the top of the FIFO when the Frame Size is greater than 16 bits.		Even number of Transmit FIFO Register (TXFR) registers: 
Do not mix frames that have  data sizes of less than 16 bits with those having a size more than 16 bits in XSPI Mode.

Odd number of TXFR registers : 
Do not mix frames that have  data sizes of less than 16 bits with those having a size more than 16 bits in XSPI Mode.
If the frame size is greater than 16, initially send a dummy frame (a frame with no chip select, but containing data) of less than or equal to 16 bits. Continue sending a dummy frame after each (number of TXFR Registers - 1) / 2 frames.

		ERR007120		NZxC3		NZxC3: DQTAG implemented as variable length field in DQM message		The e200zx core implements the Data Tag (DQTAG) field of the Nexus Data Acquisition Message (DQM) as a variable length packet instead of an 8-bit  fixed length packet. This may result in an extra clock ("beat") in the  DQM trace message depending on the Nexus port width selected for the device.		Tools should decode the DQTAG field as a variable length packet instead of a fixed length packet.		 

		ERR007178		MC_CGM		MC_CGM: Computational master cores may stop on clock ratio change		The clock update trigger mechanism should be used to change the clock dividers of the device. This requires that the System Update Type bit be set in the Clock Generation Module Divider Update Type register (MC_CGM_DIV_UPD_TYPE[SYS_UPD_TYPE]=0b1). However, between the time when the clock switch is requested, and the clock switch completes, no master on the Crossbar XBAR0 should perform an access which goes to/across the Crossbar XBAR1, or else a deadlock will occur.   
  
When the clock change is requested, the XBAR1 is disabled prior to disabling the XBAR0. If an access which needs to access the XBAR1 is scheduled on the XBAR0 after the XBAR1 is disabled, but prior to disabling the XBAR0, then it is not possible to complete the bus cycle, and a deadlock occurs.  After both XBARs are disabled, the clock switch occurs, and then the XBARs are re-enabled.		The I/O Processor (core 2, IOP) should perform the update of the clock ratios while running from the local Instruction Memory (I-MEM), Flash, or system SRAM and while that is occurring, the core 0/1 must not perform any accesses across the XBAR1. Stopping core 0/1 prior to a clock switch achieves this requirement.    
  
If changing the clock ratio using core 0 is required, core 1 must not perform any accesses across the XBAR1 while the switch is taking place.  Core 1 cannot access status bits to determine when the clock switching is completed, but must still wait until the clock switching is completed prior to performing any accesses across the XBAR1.

		ERR007196		MC_CGM		MC_CGM: The address of the CGM_PCS_DIVS and CGM_PCS_DIVE registers for all clock sources are swapped		The address of the Progressive Clock Switching Divider Start (CGM_PCS_DIVSn) and PCS Divider End (CGM_PCS_DIVEn) registers for all clock sources may be swapped in the device documentation.

| *Register* | *Incorrect Address offset* | *Correct Address offset* |
| CGM_PCS_DIVE1 | 0x70C | 0x708 |
| CGM_PCS_DIVS1 | 0x708 |  0x70C |

Similarly, the addresses of all the CGM_PCS_DIVSn registers needs to be swapped with the addresses of CGM_PCS_DIVEn registers.		Swap the addresses of CGM_PCS_DIVEn registers with the addresses of CGM_PCS_DIVSn registers.		 

		ERR007204		SENT		SENT:  Number of Expected Edges Error status flag spuriously set when operating with Option 1 of the Successive Calibration Check method		When configuring the Single Edge Nibble Transmission (SENT) Receiver (SRX) to receive message with the Option 1 of the successive calibration pulse check method (CHn_CONFIG[SUCC_CAL_CHK] = 1), the number of expected edges error (CHn_STATUS[NUM[EDGES_ERR]) gets randomly asserted. Option 2 is not affected as the number of expected edges are not checked in this mode.

The error occurs randomly when the channel input (on the MCU pin) goes from idle to toggling of the calibration pulse.

Note: The Successive Calibration Pulse Check Method Option 1 and Option 2 are defined as follows:
  Option 2 : Low Latency Option per SAE specification
  Option 1 : Preferred but High Latency Option per SAE specification		To avoid getting the error, the sensor should be enabled first (by the MCU software) and when it starts sending messages, the SENT module should be enabled in the SENT Global Control register (by making GBL_CTRL[SENT_EN] = 1). The delay in start of the two can be controlled by counting a fixed delay in software between enabling the sensor and enabling the SENT module. The first message will not be received but subsequent messages will get received and there will be no false assertions of the number of expected edges error status bit (CHn_STATUS[NUM[EDGES_ERR]).

Alternatively, software can count the period from SENT enable (GBL_CTRL[SENT_EN] = 1) to the first expected calibration pulse. If the number of expected edges error status bit (CHn_STATUS[NUM[EDGES_ERR]) is asserted, software can simply clear it as there have no messages which have been completely received.

Alternatively, the software can clear this bit at the start and move ahead. When pause pulse is enabled, then NUM_EDGES will not assert spuriously for subsequent messages which do not have errors in them or cause overflows.

		ERR007211		MC_ME		MC_ME: Core register IAC8 is cleared during a mode change when the core is reset		If a core is reset (ME_CADDR[0,1,2].RMC =1) in the Core Address register during a Mode Entry module (MC_ME) mode change then the Instruction Address Compare 8 (IAC8) register within the core which receives the reset will be cleared. In this implementation IAC8 is used as the Security watchdog service address. If a watchdog time-out occurs after this mode change and no valid service address exists, the core will attempt to execute code from the invalid address potentially resulting in an exception.  

The watchdog (SWT) associated with that core is not reset by this change and retains its configuration. If  fixed address execution is configured by the Service Mode in the software watchdog control register (SWT_CR.SMD= 0b10) when IAC8 is cleared to 0, it will not be possible to update IAC8 with the correct value. For other service modes the IAC8 register will be cleared to 0, but can be updated.		If the software watchdog mode is in fixed address execution (SWT_CR.SMD= 0b10), do not reset the corresponding core upon mode change. For all other modes, IAC8 must be updated by software immediately after the mode transition completes.

		ERR007234		PSI5		PSI5: No transfer error generated for accesses within the unused range of the PSI5 peripheral window		The Peripheral Sensor Interface (PSI5) uses 4 Kbytes of the 16 Kbytes range of the peripheral bridge slot assigned to it.
Accesses after the 4 Kbytes (from offset 0x1000 to offset 0xFFFF) will not generate a transfer error.

Note: accesses to unimplemented locations within the 4 Kbyte window will correctly generate a transfer error.		Take into account that no transfer error will be generated outside the 4 Kbyte region used by the PSI5 module.
In case such accesses must be detected, use the memory protection unit (MPU) to limit accesses.		 

		ERR007274		LINFlexD		LINFlexD: Consecutive headers received by LIN Slave triggers the LIN FSM to an unexpected state		As per the Local Interconnect Network (LIN) specification, the processing of one frame should be aborted by the detection of a new header sequence and the LIN Finite State Machine (FSM) should move to the protected identifier (PID) state. In the PID state, the LIN FSM waits for the detection of an eight bit frame identifier value. 
In LINFlexD, if the LIN Slave receives a new header instead of data response corresponding to a previous header received, it triggers a framing error during the new header's reception and returns to IDLE state.		The following three steps should be followed - 
1)      Configure slave to Set the MODE bit in the LIN Time-Out Control Status Register (LINTCSR[MODE]) to '0'.
2)      Configure slave to Set Idle on Timeout in the LINTCSR[IOT] register to '1'. This causes the LIN Slave to go to an IDLE state before the next header arrives, which will be accepted without any framing error.
3)      Configure master to wait for Frame maximum time (T Frame_Maximum as per LIN specifications) before sending the next header.
Note:
THeader_Nominal = 34 * TBit
TResponse_Nominal = 10 * (NData + 1) * TBit
THeader_Maximum = 1.4 * THeader_Nominal
TResponse_Maximum = 1.4 * TResponse_Nominal
TFrame_Maximum = THeader_Maximum + TResponse_Maximum

where TBit is the nominal time required to transmit a bit and  NData is number of bits sent.		 

		ERR007299		DSPI		DSPI: SOUT pins are not automatically configured as SOUT when Slave Select is asserted in Slave Mode		The Deserial Serial Peripheral Interface (DSPI) Serial Data Out (SOUT) pins are not automatically configured as SOUT when the Slave Select (SS) signal is asserted. Instead the pins must be configured as SOUT using the Source Signal Select (SSS) field of the pertinent Multiplexed Signal Configuration Register (MSCR) in the System Integration Unit Lite 2 (SIUL2) module.		In DSPI slave mode operation, the SOUT function must be selected in the MSCR. If the device is the only slave device then no functional issues will occur.
If the device is configured in DSPI slave mode  and it is not the only slave then an external multiplexing scheme can be used based upon the DSPI Slave Select Signals.

		ERR007352		DSPI		DSPI: reserved bits in slave CTAR are writable		When the Deserial/Serial Peripheral Interface (DSPI) module is operating in slave mode (the Master [MSTR] bit of the DSPI Module Configuration Register [DSPIx_MCR] is cleared), bits 10 to 31 (31 = least significant bit) of the Clock and Transfer Attributes Registers (DSPIx_CTARx) should be read only (and always read 0). However, these bits are writable, but setting any of these  bits to a 1 does not change the operation of the module.		There are two possible workarounds.
Workaround 1: Always write zeros to the reserved bits of the DSPIx_CTARn_SLAVE (when operating in slave mode).
Workaround 2: Mask the reserved bits of DSPIx_CTARn_SLAVE when reading  the register in slave mode.

		ERR007356		SDADC		SDADC: The SDADC FIFO does not function correctly when FIFO overwrite option is used		In the Sigma-Delta Analog-to-Digital Converter (SDADC), when the FIFO Over Write Enable bit (FOWEN) of the FIFO Control Register (FCR) is set (FCR[FOWEN]=1), the following flags of the Status Flag Register (SFR) may not reflect the correct status:
* Data FIFO Full Flag (DFFF)
* Data FIFO Empty Flag (DFEF)

When the number of entries received by the FIFO reaches 2x the FIFO size (field FSIZE of FIFO Control Register (FCR)):
* SFR[DFFF] is cleared, incorrectly indicating the FIFO is not full
* SFR[DFEF] is set, incorrectly indicating the FIFO is empty

The expected behavior is that:
* SFR[DFFF] remains set until data is read out of the FIFO
* SFR[DFEF] remains clear until all data is read out of the FIFO		Do not use the FIFO Overwrite option to overwrite FIFO contents.  Software shall clear the FIFO overrun condition (if necessary) and flush the FIFO contents before expecting valid data in the FIFO.

		ERR007425		SENT		SENT: Unexpected NUM_EDGES_ERR error in certain conditions when message has a pause pulse		When the Single Edge Nibble Transmission (SENT) Receiver (SRX) is configured to receive a pause pulse (Channel 'n' Configuration Register - CHn_CONFIG[PAUSE_EN] = 1) the NUM_EDGES error can get asserted spuriously (Channel 'n' Status Register - CHn_STATUS(NUM_EDGES_ERR] = 1) when there is any diagnostic error (other than number of expected edges error) or overflow in the incoming messages from the sensor.		Software can distinguish a spurious NUM_EDGES_ERR error from a real one by monitoring other error bits. The following tables will help distinguish between a false and real assertion of NUM_EDGES_ERR error and other errors. Software should handle the first error detected as per application needs and other bits can be evaluated based on these tables. The additional error may appear in the very next SENT frame. Table 1 contains information due to erratum behavior.  Table 2 contains clarification of normal NUM_EDGES_ERR behavior.
*Table 1. Erratum behavior of NUM_EDGES_ERR*
| *First Error Detected* | *Other error bits asserted*           | *Cause for extra error bits getting asserted* | *Action* |
| NIB_VAL_ERR                 | NUM_EDGES_ERR asserted twice | Upon detection of the first error, the state machine goes into a state where it waits for a calibration pulse, the first NUM_EDGES_ERR error is for the current message as the state machine does not detect an end of message. The second error comes when both the Pause pulse and the Calibration pulse are seen as back to back calibration pulses and no edges in between.   
| Ignore both NUM_EDGES_ERR error || FMSG_CRC_ERR | NUM_EDGES_ERR asserted twice | Same as NIB_VAL_ERR. | Ignore both NUM_EDGES_ERR errors |
| CAL_LEN_ERR | NUM_EDGES_ERR asserted once | Since the calibration pulse is not detected as a valid calibration pulse, the internal edges counter does not detect the end of one message and start of bad message (which has CAL_LEN_ERR); hence the NUM_EDGES_ERR gets asserted.  | Ignore NUM_EDGES_ERR error |
| FMSG_OFLW | NUM_EDGES_ERR asserted once (random occurrence) | A message buffer overflow may lead the state machine to enter a state where it waits for a calibration pulse (behavior also seen in ERR007404). When in this state, the state machine can detect both a Pause pulse and a Calibration pulse as back to back calibration pulses and no edges in between. Then, the NUM_EDGES_ERR can get asserted. Since entry into this state is random, the error can be seen occasionally.  | Ignore NUM_EDGES_ERR error |

*Table 2. Expected behavior, clarification of NUM_EDGES_ERR cases*
| *First Error Detected* | *Other error bits asserted* | *Cause for extra error bits getting asserted* | *Action* |
| NUM_EDGES_ERR (when edges are less than expected)  | NIB_VAL_ERR is asserted     | When the actual number of edges in the message are less than expected, then a pause pulse gets detected as a nibble since the state machine expects nibbles when actually there is a pause pulse present. This generates NIB_VAL_ERR.  | Ignore the NIB_VAL_ERR |
| NUM_EDGES_ERR (when edges are more than expected) | NIB_VAL_ERR and PP_DIAG_ERR are asserted | When the actual number of edges in a message are more than expected, then after receiving the programmed number of data nibbles, the state machine expects a pause pulse. However, the pause pulse comes later and gets detected as a nibble and hence NIB_VAL_ERR is asserted. Since the message length is not correct, PP_DIAG_ERR is also asserted. | Ignore NIB_VAL_ERR and  PP_DIAG_ERR |



		ERR007433		JTAGM		JTAGM: Nexus error bit is cleared by successful RWA		The JTAG Master module status register includes a Nexus error status bit (JTAGM_SR[Nexus_err]) that indicates the status of the last Nexus Read/Write Access (RWA) command. Once this information is latched, it can only be cleared by performing a successful RWA transaction via the same core that caused the error. In addition, if a RWA transaction is performed by a different core, the error bit will not be cleared and it is not possible to determine if the access by the second core RWA was successful or generated another error. 

In general, this bit should only be set when the Nexus RWA accesses non-existent or protected memory spaces.		If the status information is required from a specific core, the user software or tool should read the error bit (ERR) of the e200zx core's Nexus Read/Write Access Control/Status register. To avoid setting the error bit, do not perform illegal memory accesses.		 

		ERR007701		STCU		STCU2: Short Functional Reset reaction and Long Functional Reset reaction of the FCCU does not take effect upon PLL1 Loss-Of-Lock while MBIST ONLINE is running		Fault Collection and Control Unit (FCCU) implements Short Functional Reset reaction and Long Functional Reset reaction in case a fault is triggered by one of the FCCU channels. In particular, the FCCU channel 50, that monitors the loss of lock of PLL1, may implement Short Functional Reset reaction and Long Functional Reset reaction depending on the field RFSC50 of the Recoverable Fault State Configuration 1 register (FCCU_RFS_CFG3[RFSC2]).
On this device, PLL1 loss-of-lock will not trigger a reset reaction while MBIST ONLINE is running, whereas it correctly triggers a reset reaction in all other conditions.
The status provided by Self Test Control Unit (STCU2) error register (STCU_ERR_STAT) is correct, i.e. the On-Line LOCK Error flag (LOCKESW) is set.		Do not rely on the FCCU to detect a PLL1 Loss of lock while MBIST ONLINE is ongoing. After its completion, check status of the STCU_ERR_STAT[LOCKESW] bit to detect if a loss of lock occurred.
Use an alternative method to dynamically check PLL1 Loss Of Lock, for example by using the CMU_1, CMU_2 or CMU_3 to monitor PLL1 clock output and trigger a fault to the FCCU.

		ERR007824		DCI		DCI: Avoid asserting system reset when switching JTAG operating modes		Assertion of system reset during the transition of the debug pin operating mode, either from JTAG pin mode to the LVDS Fast Asynchronous Serial Transmission (LFAST) pin mode, or from LFAST pin mode to JTAG pin mode, could result in a loss of synchronization with the debugger or a reset of the debug system.		Tools should not assert system reset while the Debug and Calibration Interface (DCI) is switching the pin operating mode from JTAG to LFAST, or from LFAST to JTAG. If a system reset occurs due to any other conditions, the tool may lose communication with the microcontroller. If this occurs, the tool should reset the JTAG interface by toggling JCOMP (DEBUG_RXN) low (ground) while holding the TDO (DEBUG_RXP) pin either high or low. This forces the interface operation back to JTAG operating mode. This requires that the Enable Escape mode feature be enabled in the DCI Control Register (DCI_CR[EN_ESC_MODE] = 1).

		ERR007869		FCCU		FCCU: FOSU monitoring of a fault is blocked for second or later occurrence of the same fault		The Fault Collection and Control Unit (FCCU) Output Supervision Unit (FOSU) does not monitor the FCCU for a second or later occurrence of a given fault if the following conditions occur concurrently:  
1. the user sets the EOUT_SIG_EN[x]=0b for the specific fault,  
2. only reset programmed as a reaction (either short or long), and
3. the assertion of the fault coincides with the long/short functional reset reaction to a fault previously asserted.		There are two possible workarounds. Either one can be used with same effectiveness.
1. In addition to the reset reaction, enable either the interrupt (IRQ) or Non-maskable Interrupt (NMI) or error out signaling reaction for the faults that have a reset reaction enabled. Restrictions of combining reset reaction with additional reactions may be written in the chip specific sub-section of the FCCU chapter.

2. Apply the following procedure during the FCCU configuration after a reset and in the fault service routine while clearing the fault status inside the FCCU.
i. Check for FCCU pending faults and clear them.
ii. Configure the FCCU as desired.
iii. Enable a fault as software recoverable by setting its corresponding bit in the RF Configuration Register (FCCU_RF_CFGn)
iv. Inject a fake fault to the fault set up in step “iii” by writing the corresponding code into the RF Fake Register (FCCU_RFF)
v. Check that there are no pending faults else clear the pending faults and repeat steps “iv” and “v”
vi. Reconfigure the fault that was configured for software recovery mode.

		ERR007873		GENERAL		GENERAL: Current injection causes leakage path across the DSPI and LFAST LVDS pins		The General Purpose Input/Output (GPIO) digital pins (including all digital CMOS input or output functions of the pin) connected to the differential LVDS drivers of the Deserial/Serial Peripheral Interface (DSPI) and LVDS Fast Asynchronous Serial Transmit Interface (LFAST) do not meet the current injection specification given in the operating conditions of the device electrical specification. When the LVDS transmitter or receiver is disabled and current is positively or negatively injected into one pin of the GPIO pins connected to the differential pair, a leakage path across the internal termination resistor of the receiver or through the output driver occurs potentially corrupting data on the complementary GPIO pin of the differential pair. All LFAST and DSPI LVDS receive and transmit GPIO pairs on the device exhibit the current injection issue. 
 
There is an additional leakage path for the LFAST and DSPI LVDS pins through the loopback test path when current is negatively injected into a GPIO pin connected to an LFAST/DSPI LVDS pair. In this case, current will be injected into the same terminal of the GPIO pin connected through the loopback path (terminal to positive terminal, negative terminal to negative terminal). Four sets of pins are affected by the loopback path on the device:

- TXP/TXN = PA[14]/PD[6] and RXP/RXN = PD[7]/PF[13],  
- TXP/TXN = PA[7]/PA[8] and RXP/RXN =PA[9]/PA[5], 
- TXP/TXN = PD[0]/PD[1] and RXP/RXN =PH[7]/PH[8],
- TXP/TXN = PF[12]/PF[11] and RXP/RXN =PI[15]/PI[14],
 
There is no leakage issue when the pins are operating in normal LVDS mode (both LVDS pairs of the LFAST interface configured as LVDS).		As long as the GPIO pad pins are operated between ground (VSS_HV_IO) and the Input/Output supply (VDD_HV_IO) then no leakage current between the differential pins occurs. If the GPIO pad is configured as an input buffer then the input voltage cannot be above the supply, below ground, and no current injection is allowed. If the GPIO pad is configured as an output, care should be taken to prevent undershoot/overshoot/ringing during the transient switching of capacitive loads. This can be done by carefully configuring the output drive strength to the capacitive load and ensuring board traces match the characteristic impedance of the output buffer to critically damp the rising and falling edges of the output signal.

		ERR007904		PASS		PASS: Programming Group Lock bit (PGL) can be de-asserted by multiple masters writing the correct password sections to the CINn registers.		The eight Challenge Input Registers (CINn) in the Password and Device Security Module (PASS) where the 256-bit unlock lock password (8 x 32-bit registers) is provided, can be written by multiple masters. If the written password is correct even though it has been provided from different masters, the password Group Lock (PASS PGL) in the Password Group n Lock 3 Status register (PASS_LOCK3_PGn) is de-asserted and UnLockMaster (MSTR) is set to 0xF. 
Therefore, internal registers would not be writable by any of the master other than master whose ID is 0xF if the  Master Only (MO) bit is set PASS_LOCK3_PGn.
If a Master wants to update internal registers, it needs to unlock the PASS by writing into all the 8 Password registers.		Set the master only bit inside the PASS (LOCK3_PGn.MSTR) to block other master accesses to the unlocked registers. If the written password has been provided from different masters, a single master should perform the unlock operation again by writing into all the 8 password registers.

		ERR007947		XOSC and IRCOSC		XOSC: Incorrect external oscillator status flag after CMU event clear		If an external oscillator (XOSC) is enabled and it becomes unstable (or the crystal fails), the Oscillator Lost Reference status flag in the Clock Monitor Unit Interrupt Status register (CMU0.CMU_ISR[OLRI]) will be set. In addition, the Crystal Oscillator Status flag in the Mode Entry module Global Status Register (MC_ME_GS.S_XOSC) will be cleared (1 = stable clock, 0 = no valid clock). However, if the CMU_ISR[OLRI] is cleared while the oscillator is still in a failing condition, the MC_ME_GS.S_XOSC will incorrectly be set, indicating a valid crystal oscillator.		Monitor the XOSC external oscillator status using the MC_ME_GS.S_XOSC before the CMU0.CMU_ISR.OLRI flag is set. After the CMU0.CMU_ISR.OLRI flag has been set, the MC_ME_GS.S_XOSC flag is valid only after a functional reset. Alternately, the response to the OLRI flag after loss of XOSC clock, can be set in the FCCU to cause a functional reset to clear the MC_ME_GS.S_XOSC flag.

		ERR007953		MC_ME		ME: All peripherals that will be disabled in the target mode must have their interrupt flags cleared prior to target mode entry		Before entering the target mode, software must ensure that all interrupt flags are cleared for those peripheral that are programmed to be disabled in the target mode.  A pending interrupt from these peripherals at target mode entry will block the mode transition or possibly lead to unspecified behaviour.		For those peripherals that are to be disabled in the target mode the user has 2 options:

1.  Mask those peripheral interrupts and clear the peripheral interrupt flags prior to the target mode request.
2.  Through the target mode request ensure that all those peripheral interrupts can be serviced by the core.

		ERR007996		PSI5		PSI5: Incorrect SMC message decoding and timestamp generation in case of late last sensor message overlapping with next SYNC period pulse		As stated in section 6.6 of Peripheral Sensor Interface (PSI5) Standard v2.0 and v2.1, PSI5 sensor frames should not overlap with the SYNC pulse. This overlap is considered to be an error condition. In extension to the standard requirement, the PSI5 module implemented in this device allow the possibility to manage this overlap error condition. 

In case of such overlap condition:
- PSI5 message extraction happens correctly
- Timing bit error [T] and CRC error [C] flags are correctly set within the PSI5 message
- The serial messaging channel (SMC) frame counter gets reset on Sync pulse and the extraction of SMC message does not happen correctly, resulting in loss of SMC message.
The PSI5 module correctly handles this error condition for the PSI5 message, but is not able to handle the SMC message correctly.

Also during this overlap condition, the timestamp appended with the overlapped slot is the new sync pulse timestamp. Whenever a sync pulse comes, the internal sync pulse timestamp capture registers are updated with the timestamp of the new sync pulse. Hence if any message overlaps with the sync pulse and that message slot is configured to capture the timestamp of the SYNC pulse (PSI5_SnFCR[TS_CAPT] = 1), then the timestamp appended for that slot is the timestamp corresponding to the new sync pulse and not of the previous sync pulse belonging to the PSI5 frame.		The PSI5 message is properly received and analysed with the appropriate error flags set. Application software can identify from the properly received PSI5 message that an error on the bus occurred. If an SMC message is configured to be present in the slot, application software can request an immediate halt and restart of the SMC or it can wait until the SMC reception has finished and check the CRC of the SMC message
    - if incorrect, a resend of the SMC message can be re-started at that point in time. Further, application software can check the timestamp of the previous message in the final slot from the previous SYNC period to identify if the wrong timestamp has been captured
    - if the difference between the two messages is equivalent to two SYNC periods, application software can correctly identify that an overlap of the final message with the following SYNC pulse has occurred assuming the slot is configured to capture the SYNC pulse timestamp (PSI5_SnFCR[TS_CAPT] = 1) rather than the message timestamp (PSI5_SnFCR[TS_CAPT] = 0)		 

		ERR008039		SDADC		SDADC: digital filter and FIFO not disabled when MCR[EN] is cleared		When the Enable bit (EN) of the Sigma-Delta Analog to Digital Converter (SDADC) Module Configuration Register (MCR) is cleared (MCR[EN]=0), the digital part of the SDADC continues operating and does not go to low power mode if the module is disabled while a valid conversion is already in process and the application software continues to initiate conversions. As a consequence, the digital block of the SDADC still produces new conversion results in the Channel Data Register (CDR) and dummy data are transferred to the result First-In, First-Out (FIFO) buffers. In addition, interrupt and/or Direct Memory Access (DMA) events are still generated.
Note: the analog part does enter the power-down mode, reducing the consumption on the ADC high voltage supply domain (VDD_HV_ADV).		Do not initiate a conversion prior to enabling the SDADC (MCR[EN]=1). In addition, once the SDADC has been enabled (MCR[EN]=1), if the SDADC needs to be disabled (MCR[EN]=0), prior to clearing the EN bit, either turn off the clock to the SDADC module in the Clock Generation Module (CGM) or Select the External Modulator Mode (EMSEL) by setting the MCR[EMSEL] bit along with the clearing the MCR[EN].

		ERR008047		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>		<Please refer to Security Errata Sheet>

		ERR008075		PSI5		PSI5: PSI5-S Unrecoverable messages are not flagged in the mailbox status register channel 0		In the Peripheral Sensor Interface Support module (PSI5-S), unrecoverable messages are correctly routed to Frame 1 of the special channel 0 but the Frame 1 error bit (F1_ERR) of the Mailbox status register channel 0 (PSI5S_MBOX_SR_CH0) is not set.
Instead, the Frame n error bit (Fn_ERR, n = 0 to 5) of the mailbox status register of the channel y (PSI5S_MBOX_SR_CHy, y = 1 to 7) of the intended channel.		Ignore the value of PS_SR_MBOX_CH0[F1_ERR].
Assume that any message that arrives in the Channel 0  Frame 1 always contains some error that can be identified reading  the Message Recovery Unit output Buffer 2 register 1 (PSI5S_MRU_BUF2_REG1). Also, when reading the message corresponding to the channel 0 frame 1,  the PSI5S_MBOX_SR_CHy[Fn_ERR] of the faulty channel must be cleared.

		ERR008082		SENT		SENT: A message overflow can lead to a loss of frames combined with NUM_EDGES_ERR being set		In the case of a Single Edge Nibble Transfer (SENT) receiver (Rx) message overflow (CHn_STATUS[FMSG_OFLW] = 1) and if the following registers are continuously being read without clearing the FMSG_RDY[F_RDYn] bit, there is a possibility that one message will be lost. Additionally, if the pause pulse feature is enabled, the module assert up to two NUM_EDGES_ERR in the status register (CHn_STATUS). In this case up to two frames can be lost. 
Note that some debuggers perform a continuous read of memory which can cause this issue to occur.

| *Register*                  |  *Register Name*                                                    |
| CHn_FMSG_DATA   | Channel Fast Message Data Read Register    |
| CHn_FMSG_CRC      | Channel Cyclic Redundancy Check Register  | 
| CHn_FMSG_TS         | Channel Fast Message Time-stamp Register |		1. Software should ensure that SENT message overflow does not occur.
If interrupts are used (when the Enable FDMA (FDMA_EN) bit of Fast Message DMA Control Register (SRX_FDMA_CTRL) is set to 0 ) to read the SENT messages, the interrupt for data reception should be enabled by setting the Enable for Fast Message Ready Interrupt (FRDY_IE[n]) bit of Fast Message Ready Interrupt Control Register (SRX_FRDY_IE) for every channel n and the interrupt priority should be such that the software is able to read the message before the next message arrives. 

When using Direct Memory Accesses (eDMA) to access the SENT (when the Enable FDMA (FDMA_EN) bit of Fast Message DMA Control Register (SRX_FDMA_CTRL) is set to 1), the DMA request from the SENT module should be serviced before the next message arrives.

The minimum duration between the reception of two consecutive messages in one channel is 92 times the utick length (time).

2. Ensure that the following registers are not read continuously either in the software code or as a result of a debugger being connected. The following registers should be read once per message and the  FMSG_RDY[F_RDYn] bit should be cleared after the reads.
| *Register*                  | *Register Name* |
| CHn_FMSG_DATA    | Channel Fast Message Data Read Register |
| CHn_FMSG_CRC       | Channel Cyclic Redundancy Check Register | 
| CHn_FMSG_TS          | Channel Fast Message Time-stamp Register |

		ERR008131		SPC57BD1		SPC57BD1: Boundary scan of the interconnect between PD and BD is not available		Boundary Scan of the interconnect between the Emulation Device "Buddy Die (BD)" to the main production MCU die is not available. There are no boundary scan cells for the interconnect to the BD and the BSDL file for the device does not include the interconnect in the boundary scan chain.		Do not attempt to perform Boundary Scan operations to test the interconnect between the BD and main production MCU. Boundary Scan of the main production MCU is possible, but the interconnect between the BD and main production MCU is not included in the boundary scan chain.

		ERR008141		PSI5		PSI5: PSI5-S Global mode transition interrupt does not work		In the Peripheral Sensor Interface Support module (PSI5-S), the Global Mode Transition Done bit (GL_MODETR_DONE) of the Global Status Register (PSI5S_GLSR) does not get set unless there is a read access to the PSI5-S module.
As a consequence, even if enabled, the associated mode transition interrupt will not be triggered.		Do not enable the Global Mode transition enable interrupt. Poll the PSI5S_GLSR[GL_MODETR_DONE] to detect the module entered the desired mode.

		ERR008145		MEMU		MEMU: address registers in the uncorrectable error reporting tables can be written when the corresponding valid bit is not asserted		The Memory Error Management Unit (MEMU) allows error reporting tables to be written by the CPU to simulate a memory error condition or to disable memory errors from a known faulty location. This requires that the valid bit for the System RAM, Peripheral RAM, or Flash memory in the error reporting table (SYS_RAM_UNCERR_STS[VLD], PERIPH_RAM_UNCERR_STS[VLD], FLASH_UNCERR_STS[VLD]) corresponding to the address register (SYS_RAM_UNCERR_ADDR, PERIPH_RAM_UNCERR_ADDR, FLASH_UNCERR_ADDR) is asserted when the address is written to the register. The uncorrectable error reporting tables allow these address registers to be written when the valid bit is not asserted, when they should be read-only.		Before writing to any of the uncorrectable error reporting tables address registers (SYS_RAM_UNCERR_ADDR, PERIPH_RAM_UNCERR_ADDR, FLASH_UNCERR_ADDR),  the corresponding valid bit (SYS_RAM_UNCERR_STS[VLD], PERIPH_RAM_UNCERR_STS[VLD], FLASH_UNCERR_STS[VLD]) must be asserted.

		ERR008225		SDADC		SDADC: FIFO Flush Reset command requires clearing the Data FIFO Full Flag		When the Sigma-Delta Analog-to-Digital Converter (SDADC) FIFO is flushed by writing '1' to the FIFO Control Register FIFO Flush Reset bit (SDADC_FCR[FRST]), the FIFO is correctly flushed, but the Status Flag Register Data FIFO Full Flag (SDADC_SFR[DFFF]) may be incorrectly asserted, indicating the FIFO is full when it is empty..		Clear SDADC_SFR[DFFF] by writing a '1' to this field after performing a FIFO Flush Reset command or after the FIFO is disabled.

		ERR008310		XBIC		XBIC: Crossbar Integrity Checker may miss recording information from an initial fault event in the case of back-to-back faults		When the Crossbar Integrity Checker (XBIC) detects back-to-back faults on a system bus path through the crossbar switch (AXBS), the fault information captured in the XBIC Error Status Register (XBIC_ESR) and the XBIC Error Address Register (XBIC_EAR) does not correspond to the initial fault event, but rather the subsequent fault event.  While the fault event is properly detected, diagnostic status information in the XBIC_ESR and XBIC_EAR registers describing the initial fault event is lost. This defect can only occur in the event of a series of bus transactions targeting the same crossbar slave target, where the series of bus transactions are not separated by idle or stall cycles.		Expect that the XBIC_EAR and XBIC_ESR registers may not contain the initial fault information, but will contain the latest fault information.		 

		ERR008325		MC_ME		MC_ME: Invalid clock configuration not detected for PSI5 peripherals during mode change		The Invalid Mode Configuration (Clock Usage) Interrupt bit (I_ICONF_CU ) in the Mode Entry (MC_ME) Interrupt Status register should be asserted if the clock for a peripheral is not enabled in the mode change TARGET_MODE configuration that enables a peripheral module. However, the I_ICONF_CU bit will not be properly asserted if the Peripheral Sensor Interface 0, 1, or S (PSI5_0, PSI5_1, and PSI5_S)  is enabled in a mode change and the clock to the module is not enabled. Therefore, the mode change will not complete and there is no indication of the cause for the failure.		Software should not rely on the MC_ME_IS[I_ICONF_CU] to be set during mode transitions with an incorrect clocking configuration for the PSI5_0, PSI5_1, and PSI5_S blocks. If a mode change does not complete, the Mode Transition Status bit in the Mode Entry Global Status register (MC_ME_GS[S_MTRANS]) will not get cleared and the Mode transition complete interrupt will not occur or set the status bit in the interrupt Status register (MC_ME_IS[I_MTC] = 0b1).

		ERR008343		DCI		DCI: EVTO[1:0] outputs remain stuck low if asserted while the system clock source is the IRC		While the system clock source is the Internal Resistor Capacitor oscillator (IRC), if the Event Output pins (EVTO[1:0]) are asserted by the Debug and Calibration Interface (DCI)), they will never negate. This applies to all functions on EVTO[1:0] except the timer functions controlled by the EVTO Output selection (EOS0/EOS1) fields of the Generic Timer Module debug interface (GTMDI) Development Control (DC) register. This includes when the EVTO pins are being used by the Development Trigger Semaphore (DTS) module.		For proper operation of EVTO[1:0] outputs, program clocks to select a system clock source other than the IRC before enabling and using EVTO[1:0].

		ERR008547		e200zx		e200z425: Additional cycles required for Load/Store accesses to guarded/precise space		If an access by the Load/Store unit is to a space that is guarded/precise then it will be subject to additional cycles for completion because there is no pipeline bypass for the Bus Interface Unit. These spaces and accesses are characterized by any one of the following conditions: 
- The Memory Protection Unit (MPU) Guarded bit is set for the address space 
- The access is a store with the Store Buffer disabled 
- The access is a Decorated Load or Store 
- The access is a Bypass Store  
- The access is an Atomic Load or Store 
On this device, the peripheral address space, by default, is set to be guarded/precise space. 
 
Each scenario below will cause a 2 cycle increase: 
- Idle to guarded/precise load 
- Idle to guarded/precise store 
- Store to guarded/precise load 
- Store to guarded/precise store 
 
The following scenarios may or may not add extra cycles depending on wait states and back to back requests: 
- Load to guarded/precise store 
- Load to guarded/precise load		Expect additional cycles when guarded/precise accesses occur.		 

		ERR008730		XBIC		XBIC: XBIC may store incorrect fault information when a fault occurs		The Crossbar Integrity Checker (XBIC) may incorrectly identify a fault's diagnostic information in the case when the slave response signals encounter an unexpected fault when crossing the crossbar switch (XBAR) during the data phase. While the fault event is detected, the diagnostic status information stored in the XBIC's Error Status Register (XBIC_ESR) and Error Address Register (XBIC_EAR) does not reflect the proper master and slave involved in the fault. Instead, the preceding master or slave ID may be recorded.		Expect that when a fault is reported in the XBIC_EAR and XBIC_ESR registers the actual fault information may be from the preceding transition.		 

		ERR008770		FlexRay		FlexRay: Missing TX frames on Channel B when in dual channel mode and Channel A is disabled		If the FlexRay module is configured in Dual Channel mode, by clearing the Single Channel Device Mode bit (SCM) of the Module Control register (FR_MCR[SCM]=0), and Channel A is disabled, by clearing the Channel A Enable bit (FR_MCR[CHA]=0) and Channel B is enabled, by setting the Channel B enable bit (FR_MCR[CHB]=1), there will be a missing transmit (TX) frame in adjacent minislots (even/odd combinations in Dynamic Segment) on Channel B for certain communication cycles. Which channel handles the Dynamic Segment or Static Segment TX message buffers (MBs) is controlled by the Channel Assignment bits (CHA, CHB) of the Message Buffer Cycle Counter Filter Register (FR_MBCCFRn). The internal Static Segment boundary indicator actually only uses the Channel A slot counter to identify the Static Segment boundary even if the module configures the Static Segment to Channel B (FR_MBCCFRn[CHA]=0 and FR_MBCCFRn[CHB]=1). This results in the Buffer Control Unit waiting for a corresponding data acknowledge signal for minislot:N in the Dynamic Segment and misses the required TX frame transmission within the immediate next minislot:N+1.		1. Configure the FlexRay module in Single Channel mode (FR_MCR[SCM]=1) and enable Channel B (FR_MCR[CHB]=1) and disable Channel A (FR_MCR[CHA]=0). In this mode the internal Channel A behaves as FlexRay Channel B. Note that in this mode only the internal channel A and the FlexRay Port A is used. So externally you must connect to FlexRay Port A.
2. Enable both Channel A and Channel B when in Dual Channel mode (FR_MCR[CHA=1] and FR_MCR[CHB]=1). This will allow all configured TX frames to be transmitted correctly on Channel B.		 

		ERR008933		LINFlexD		LINFlexD: Inconsistent sync field may cause an incorrect baud rate and the Sync Field Error Flag may not be set		When the LINFlexD module is configured as follows:

1. LIN (Local Interconnect Network) slave mode is enabled by clearing the Master Mode Enable bit in the LIN Control Register 1 (LINCR1[MME] = 0b0)
2. Auto synchronization is enabled by setting LIN Auto Synchronization Enable (LINCR1[LASE] = 0b1)

The LINFlexD module may automatically synchronize to an incorrect baud rate without setting the Sync Field Error Flag in the LIN Error Status register (LINESR[SFEF]) in case Sync Field value is not equal to 0x55, as per the Local Interconnect Network (LIN) specification.

The auto synchronization is only required when the baud-rate in the slave node can not be programmed directly in software and the slave node must synchronize to the master node baud rate.		There are 2 possible workarounds.

Workaround 1: 
When the LIN time-out counter is configured in LIN Mode by clearing the MODE bit of the LIN Time-Out Control Status register (LINTCSR[MODE]= 0x0]):
1. Set the LIN state Interrupt enable bit in the LIN Interrupt Enable register (LINIER[LSIE] = 0b1)
2. When the Data Reception Completed Flag is asserted in the LIN Status Register (LINSR[DRF] = 0b1) read the LIN State field (LINSR[LINS])
3. If LINSR[LINS]= 0b0101, read the Counter Value field of the LIN Time-Out Control Status register (LINTCSR[CNT]), otherwise repeat step 2
4. If LINTCSR[CNT] is greater than 0xA, discard the frame.

When the LIN Time-out counter is configured in Output Compare Mode by setting the LINTCSR[MODE] bit:
1. Set the LIN State Interrupt Enable bit in the LIN Interrupt Enable register (LINIER[LSIE])
2. When the Data Reception Completed flag bit is asserted in the LIN Status Register (LINSR[DRF] = 0b1), read the LINSR[LINS] field
3. If LINSR[LINS]= 0b0101, store LINTCSR[CNT] value in a variable (ValueA), otherwise repeat step 2
4. Clear LINSR[DRF] flag by writing LINSR[LINS] field with 0xF 
5. Wait for LINSR[DRF] to become asserted again and read LINSR[LINS] field
6. If LINSR[LINS] = 0b0101, store LINTCSR[CNT] value in a variable (ValueB), else repeat step 4
7. If ValueB - ValueA is greater than 0xA, discard the frame

Workaround 2: 
Do not use the auto synchronization feature (disable with LINCR1[LASE] = 0b0) in LIN slave mode.		 

		ERR008935		JTAGM		JTAGM: write accesses to registers must be 32-bit wide		The JTAG Master module (JTAGM) supports only 32-bit write accesses to its registers. A byte write access will be converted into a 32-bit write with the other bytes values at 0x0.		Perform only 32-bit write accesses on JTAGM registers. Do not use byte writes.		 

		ERR008970		LINFlexD		LINFlexD: Spurious bit error in extended frame mode may cause an incorrect Idle State		The LINFlexD module may set a spurious Bit Error Flag (BEF) in the LIN Error Status Register (LINESR), when the LINFlexD module is configured as follows:
- Data Size greater than eight data bytes (extended frames) by configuring the Data Field Length (DFL) bitfield in the Buffer Identifier Register (BIDR) with a value greater than seven (eight data bytes)
- Bit error is able to reset the LIN state machine by setting Idle on Bit Error (IOBE) bit in the LIN Control Register 2 (LINCR2)

As consequence, the state machine may go to the Idle State when the LINFlexD module tries the transmission of the next eight bytes, after the first ones have been successfully transmitted and Data Buffer Empty Flag (DBEF) was set in the LIN Status Register (LINSR).		Do not use the extended frame mode by configuring Data Field Length (DFL) bit-field with a value less than eight in the Buffer Identifier Register (BIDR) (BIDR[DFL] < 8)		 

		ERR009658		SPI		SPI: Inconsistent loading of shift register data into the receive FIFO following an overflow event		In the Serial Peripheral Interface (SPI) module, when both the receive FIFO and shift register are full (Receive FIFO Overflow Flag bit in Status Register is set (SR [RFOF] = 0b1)) and then the Clear Rx FIFO bit in Module Configuration Register (MCR [CLR_RXF]) is asserted to clear the receive FIFO, shift register data is sometimes loaded into the receive FIFO after the clear operation completes.		1.Avoid a receive FIFO overflow condition (SR[RFOF] should never be 0b1). To do this, monitor the RX FIFO Counter field of the Status Register (SR[RXCTR]) which indicates the number of entries in receive FIFO and clear before the counter equals the FIFO depth.
2.Alternatively, after every receive FIFO clear operation (MCR[CLR_RXF] = 0b1) following a receive FIFO overflow (SR[RFOF] = 0b1) scenario, perform a single read from receive FIFO and discard the read data.		NEW

		ERR010385		e200zx		e200z4: Incorrect branch displacement at 16K memory boundaries		The branch target address will be incorrectly calculated in the e200z4 core under the following conditions (all conditions must be matched):
* The first full instruction in a 16 Kbyte section/page of code is a 32-bit long branch with a branch displacement value with the lower 14 bits of the displacement exactly 0x3FFE
* And this branch instruction is located at byte offset 0x0002 in the section/page
* And the preceding instruction is a 32-bit length instruction which is misaligned across the 16K boundary
* And both instructions are dual-issued
Under these conditions, the branch target address will be too small by 32Kbytes.		After software is compiled and linked, code should be checked to ensure that there are no branch instructions located at address 0x2 of any 16K memory boundary with the lower 14 bits of the displacement equal to 0x3FFE if preceded a 32-bit instruction that crosses the 16K memory boundary. If this sequence occurs, add a NOP instruction or otherwise force a change to the instruction addresses to remove the condition.

A tool is available on st.com that can be run to examine code for this condition. Please, contact ST representative for more details.

		ERR010436		ZipWire		ZipWire: SIPI can have only one initiator with one outstanding write frame at time		The Serial Inter-processor Interface (SIPI) module of the Zipwire interface only supports one initiator and one outstanding write frame at a time.  
If a new write is initiated (by setting SIPI_CCRn[WRT] = 0b1, where n is the respective channel number for the transmission), or a new streaming write is initiated (by setting SIPI_CCRn[ST] =0b1) with acknowledgement of a previous frame pending, then the initiator node may get a timeout error (indicated by SIPI_ERR[TOEn]=0b1). The previous write frame last byte may also be corrupted at the target node. 
 
This also means that the target node cannot initiate a write transfer while the initiator node is in the process of a write transfer.		The initiator should maintain only one outstanding write/streaming write frame to the target node at any one time.  
The user must ensure that before initiating a new write request or initiating a new streaming write that it has received an acknowledgement for the previous write transaction (indicated by SIPI_CSRn[ACKR] =0b1). The write acknowledgement interrupt can be enabled by setting SIPI_CIRn[WAIE]=0b1. 
 
Implement a protocol that ensures both sides of the link cannot initiate a transfer at the same time.  For example, a token-passing protocol could be implemented using the SIPI trigger command feature.  Send a trigger command to pass the token to the other end of the link.  Upon receipt of the trigger command, either initiate a write transfer if one is pending, or pass the token back by sending a trigger command.  If a write transfer is initiated, wait until ACK is received and then send a trigger command to pass the token back.  In this manner, if each side agrees only to initiate a transfer when it obtains the token, there will be no simultaneous transfers that can cause the problem described.		NEW

		ERR010542		DSPI		DSPI: Transmit, Command, and Receive FIFO fill flags in status register is not cleared when DMA is improperly configured		The Deserial/Serial Peripheral Interface Transmit, Receive, and Command  First In/First Out (FIFO) buffers can request additional information to be transferred via the Direct Memory Access (DMA) module when either the Transmit, Receive, or Command FIFO Fill/Drain Flags are set in the DSPI Status Register (SR[TFFF/RFDF/CMDFFF]). However, the Command/Transmit Fill Flag only indicates that at least 1 location in the FIFO is available to be written. It does not indicate that the FIFO is empty. Similarly, Receive FIFO fill flag only indicates at least 1 location of the FIFO is available to be read. It does not indicate that the FIFO is full. If the DMA is configured to transfer more than 1 FIFO location size of data, the FIFO Fill Flags may not be properly cleared indicating that the FIFO is not full even when the FIFO is actually full (for Transmit and Command FIFO) and not empty when the FIFO is actually empty (for Receive FIFO).		Properly configure the DMA to fill the Transmit, Receive, and Command FIFOs only one FIFO location, in other words, up to 2 bytes, at a time to each of the FIFOs.
Use the DMA loop to transfer more data if needed.		NEW
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Disclaimer

						IMPORTANT NOTICE – PLEASE READ CAREFULLY



				STMicroelectronics NV and its subsidiaries (“ST”) reserve the right to make changes, corrections, enhancements, modifications, and

				improvements to ST products and/or to this document at any time without notice. Purchasers should obtain the latest relevant information on

				ST products before placing orders. ST products are sold pursuant to ST’s terms and conditions of sale in place at the time of order

				acknowledgement.

				Purchasers are solely responsible for the choice, selection, and use of ST products and ST assumes no liability for application assistance or

				the design of Purchasers’ products.

				No license, express or implied, to any intellectual property right is granted by ST herein.

				Resale of ST products with provisions different from the information set forth herein shall void any warranty granted by ST for such product.

				ST and the ST logo are trademarks of ST. For additional information about ST trademarks, please refer to				 www.st.com/trademarks.

				All other product or service names are the property of their respective owners.

				Information in this document supersedes and replaces information previously supplied in any prior versions of this document.

						© 2021 STMicroelectronics – All rights reserved
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xl_DCF_History

		CLINAME		DATETIME		DONEBY		IPADDRESS		APPVER		RANDOM		CHECKSUM

		᭬᭫ᬸ᭪᭽ᮋᮌᮊᮁ᭻ᮌ᭽᭼		ᭉᭊᭇᭉ᭎ᭇᭊᭈᭉ᭎ᬸᬸᭉ᭏᭒ᭋ᭏᭨᭥ᬸᭀ᭟᭥᭬ᭃᭉ᭒ᭈᭁ		᭬᭫᭴᭫᭽ᮊ᭿ᮁᮇᬸ᭺᭹᭻᭻ᮀᮁᮆ		᭙᭟᭪ᭈᭉᭈ᭎᭑ᭈ		ᭌᭆᭈᭆᭊᭆᭈ		24		ᭌ᭑ᭉ᭑

		ᑦᑿᑔᑽᑲᒄᒄᑺᑷᑺᑶᑵ		ᑇᑀᑃᑊᑀᑃᑁᑃᑂᐱᐱᑂᑄᑋᑁᑅᐱᐹᑘᑞᑥᐼᑃᑋᑁᐺ		ᑬᑤᑥᐱᑣᑶᒄᒅᒃᑺᑴᒅᑶᑵᑮᐱᑏᐱᑒᑚᑡᐱᑹᑲᑿᑵᒀᒇᑶᒃ		ᑔᑥᑟᑔᑨᑝᑊᑁᑇᑉ		ᑈᐿᑂᐿᑁᐿᑁ		17		ᑆᑉᑇᑆ
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